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1. Introduction 3. Proposed ANN Hardware Architecture
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ANN Architect), is a tool designed to automate the generation of hardware
prototypes of MLP-like neural networks over FPGA devices. Coupled with
traditional Matlab/Simulink environments the model can be synthesized,
downloaded to the FPGA and co-simulated with the software version to trade off
area, speed and precision requirements.

2. Software/Hardware prototyping

« hardware in the loop capability.
Hardware version of the ANN can
be developed and validated against
the previous versions. o
As an example' Figure 1 Fig.4. Net Architecture. ga) Net bloc}( (bonom? and vhdl synthesis block (t(?p), (b) neuron layers
demonstrate implementation and Gaint can ™ P (bottom) and control logic (top), (c) input casting (left) and neuron block (right).
p! Harduare ANN imlementaton o the XOR uncton (8]
co-simulation of three different e =@
versions of the XOR function: using”™" " [a— S
the standard logical operator ) Hl = 5. Results for XOR and speaker recognition applications?.
(green), a software full-precision e

Hardware
Newral Netvork

ANN (blue), and its hardware —
quantized- version (orange). Fig.1. Net Architecture (right.

Table 1. lmplomentation and performance results obtained for the two benchmark
applications

Parameter NOR — Speaker Ree, T Speaker Ree, 2
T 1/0 gquantiz. (bits) 5 [T 8
3. HANNA capabilities Waigh (bits) 8 10 5
Sigmaol 7. (bits) 5 10 5

[2:2,1] [12,:20,11] [12,20,11]
2y 1000--4 ¥

Clock rate (MHz) 16,762 a7.115

Latency (clock eyeles) 5 A

Throughput (Msa/s) 5845 1031

Slices (%) 8 82 9

lindividually differentiating every member in a group of 11 spanish speakers.

6. Conclusions
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net, control and neuron blocks is
generated. After network generation,
a Simulink model file is created which
contains the network architecture,

and a second file with same name  ____ . \

and sufix _vars is generated_ to store peslr B - design times reduced to minutes and acceptable performance over current FPGA
workspace and general configuration " £ e A devices.

parameters. The _model gen?fated e Lese " ; Future work involves increasing the capabilities of HANNA by including learning
includes a synthesis block configured s i — | mechanisms, a microprocessor-based network controller for sophisticated
for _the CUStom_ toc_)ls_ and hardw_are - = execution schemes, and taking advantage of FPGAs dynamic reconfiguration
available for circuit implementation, 2. HANNA GUI <howing some network parametere features for on-line network evolution. HANNA is available upon request for non-
shown in Figure 3.(a). b A e : profit research institutions and organizations.
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