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Abstract

Human-machine interaction relies on many different communica-
tion channels in order obtain a good performance in terms of in-
formation comprehension. Audio and video channels are most
informative for humans due to the large amount of information
available. As for machines, however, there exist many context-
dependent variants that make the task extremely more complex,
as it might be the speaker's current emotion. Emotions can largely
affect the speaker's expressions and should, therefore, be con-
sidered as such. The work conducted for this thesis is aimed at
studying automatic emotion classification from speech data using
fuzzy support vector machines.

Furthermore, traditional automatic classification approaches rely
on large training sets that allow the learning of the patterns be-
hind the generative distribution of the data. Since data labeling
can represent an extremely expensive task, different techniques
have been proposed in the literature for reducing the cost of it.
This study also comprises evaluation of different partially super-
vised training methods, from which conclusions can be extended
to other classification problems, considering that they are stan-
dard procedures applicable to any field of study.

References to original texts and publications are provided on ev-
ery section of this thesis, being each of them a recommended way
to acquire deeper knowledge on any of the fields of study to which
this work is related.
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Introduction

Emotion classification is performed by humans in all kinds of situa-
tions but, even for us, it is not always an easy task. Literature shows
that perception tests conducted on humans do not always produce
error-free results (Wendt, 2007). On the contrary, there exist cross-
class confusion patterns that can be observed with a certain fre-
quency. Therefore, it is crucial to find features, and classification
approaches comparable to the human perception, because otherwise
it might happen that the machine recognizes expressions based on
artifacts and not on actual modulation caused by humans' affective
state.

In this work, we aim at emulating human perception capabilities to
show that by means of choosing appropriate feature sets and ex-
haustive training, similar accuracies and confusions may be obtained
by using large enough training sets. The experiments are based on
multi-classifier multi-class support vector machines, combining eight
separate feature sets, based on standard datasets. Joint use of the
feature sets requires some kind of fusion approach to optimise the
amount of information that they can provide. A basic fusion is pro-
posed and used in the experiments, providing good results. The train-
ing process, however, implies a tedious labelling process conducted
by an expert which, in general, may represent a very expensive and
time consuming labour. Nevertheless, obtaining unlabelled samples
does not necessarily incur in high costs. For this reason, there is
continuous research being conducted with the aim of using unla-
belled data for training. Within this basic idea, there exist different
approaches and research lines, each of them focusing on different
properties of the training process. There is previous research con-
ducted, for example, on semi-supervised learning, where both labelled
and unlabelled data are used for model training (Druck et al., 2008;
Zhu, 2005; Blum and Mitchell, 1998), unsupervised learning, where
only unlabelled data is used (eg. Clustering algorithms - Duda et al.
(2001)) or active learning, where the system is allowed to choose its
training data from a pool of samples (Lomasky et al., 2007).
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Introduction

Within the partially-supervised learning framework, in this work we
also study both a semi-supervised approach based on k-nearest
neighbor algorithm and an active learning approach. In order to better
analyse the wellness of the proposed methods, a confidence measure
for artificially generated labels is proposed, providing an estimate of
how correct or informative an artificial label is, depending on the case.

There exist several applications in the real world that could make use
of the emotion classification results presented in this work, for exam-
ple, as feedback for a telephone-based service or, moreover, model
adaption for a particular human-machine interaction. As for the par-
tially supervised experiments, the application of the results extends
not only to speech-based tasks, but to any classification task that re-
quires a learning process, being able to cut down the cost of it by
reducing the required number of labels.

Therefore, the objectives of this thesis may be summarised as:

e Find a good combination of feature sets that can resemble the
human perceptive capabilities.

e Develop, if necessary, new feature sets to improve cross-class
confusions.

o Create a multi-class classifier for the task of emotion recognition.

e Define a fusion to combine the different decisions obtained in
every different feature domain.

e Study partially supervised techniques within the proposed sys-
tem architecture.

The structure of this thesis is organized as follows: Chapter 2 intro-
duces a description of the datasets utilized for this work, Chapter 3
gives a theorical and implementational overview of all the used meth-
ods. The experimental setup is described and the results are reported
in Chapter 4. Obtained results and comparison of the automatic clas-
sification performances with the human perception are discussed in
Section 4.3. Chapter 5 presents a summary of the conducted work
and results that concludes this thesis.



Datasets

Discussion about the type of data to use arose in initial steps of this
study. Emotion classification could easily comprise the use of differ-
ent data modalities such as speech, video or biometric measures ( Kelt-
ner and Ekman, 2003; Keltner et al., 2003). Previous research proves
that speech data alone can provide good results for this task without
incurring in difficult synchronisation procedures. Speech datasets
utilized in this work are described in this chapter. They provide good
reference sets of emotions, comprising the most representative ones
with a good audio quality. However, there are only acted emotions
leading to a scenario not highly realistic. For this reason, human per-
ception tests were conducted on both sets. In this case they are used
for comparison with the results of the experiments.

2.1 WaSeP Corpus

The speech dataset used for this work is the ““Corpus of spoken
words for studies of auditory speech and emotional prosody process-
ing" (WaSeP©) Wendt and Scheich (2002). The dataset is based on
the German language and is structured in the following way: A first
part of the corpus contains standard German nouns. A second part
of it, contains phonetically balanced pseudo words that represent the
German phonetical rules. Only the pseudo words subset has been
used for this work. It consists of 222 words, spoken by a male and
female speakers imitating six natural human emotions: neutral, joy,
sadness, anger, fear and disgust. The speech was not recorded on
real emotional environments but rather on an acted basis within an
acoustic chamber. In order to evaluate the validity of the acted emo-
tions, a group of 74 native German speakers were asked to listen to
the recordings and emit a decision for each of the samples based on
their perception. An average accuracy of 78.53% was achieved in this
case. The results of this tests can be seen in Table 2.1 in the form of
confusion matrix, representing each row the amount of data from a
given emotion that is recognised as belonging o each of the defined
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6 classes. Further explanation of how to interpret this table is given in
Chapter 4. This table provides a good representation of the average
accuracy of humans recognizing the emotions in the database as well
as the most common confusions for those misclassified recordings.
The original set was sampled at 44.1 kHz and quantified with 16 bits.
For our experiments, the data was resampled to 16 kHz. An example
of the raw audio data with its corresponding spectrogram is shown in
Figures 2.1 and 2.2, respectively.

Normalised audio signal

0 0.5 1 15 2 2.5
Time (s)

Figure 2.1: Example of one of the audio signals used from the WaSeP cor-
pus: normalized raw data resampled to 16kHz.

8000

4000 |

Frequency (Hz)

i g .\l‘

0 0.5 1 1.5 2

Time (s)

Figure 2.2: Example of one of the audio signals used from the WaSeP cor-
pus: spectrogram of the audio signal resampled to 16kHz.



2.2. Berlin Database of Emotional Speech (EmoDB)

Table 2.1: Confusion matrix of the human performance test generated from
the available labels for each of the utterances listed in the WaSeP
database. Wendt (2007).

F D H N S A
Fear g7 01 08 .03 .10 .01
Disgust 05 72 06 .03 .07 .07
Happiness .01 00 .75 .22 .02 .00

Neutral 01 02 05 .79 .00 .13
Sadness 05 01 .04 .13 .76 .01
Anger 01 03 .00 .01 .01 .94

Table 2.2: Confusion matrix of the human performance test generated
from the available labels for each of the utterances listed in the
Database of German Emotional Speech.

F D H N S A B
Fear 85 04 03 .03 01 .04 .00
Disgust 03 .79 01 .04 .08 .02 .02
Happiness .02 .02 .83 .06 .01 .05 .06

Neutral 00 .00 .01 .87 .04 .02 .06
Sadness 06 02 .00 .06 .78 .00 .08
Anger 01 .01 .01 .01 .00 .96 .00

Boredom .00 01 .00 .00 .11 .03 .85

2.2 Berlin Database of Emotional Speech (EmoDB)

To compare the obtained results with a more widely known dataset,
the " "Database of German Emotional Speech (EmoDB)" has been used
as reference approach in this work. The speech data in this Database
includes recordings from ten actors, both male and female. Both
short and long sentences are utilized and they account for seven
different emotions (the same as in the WaSeP corpus plus bore-
dom). EmoDB was recorded in an anechoic chamber at the Tech-
nische Universitat Berlin, Technical Acoustics Department. The audio
was recorded at 48 kHz using a Sennheiser MKH40 P48 microphone
and a Tascam DA-P1 portable DAT recorder and later down-sampled
to 16 kHz Burkhardt et al. (2005). This database has been the basis
of many analysis Scherer et al. (2008, 2007); Vlasenko et al. (2007);
Wagner et al. (2007). An example of the raw audio data with its cor-
responding spectrogram is shown in Figures 2.3 and 2.4.

As for the WaSeP dataset, human perception tests were conducted
with this corpus and the confusion matrix is shown in Table 2.2.
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Normalised audio signal

0.5

Time (s)

Figure 2.3: Example of one of the audio signal

s used from the EmoDB cor-

pus: normalized raw data resampled to 16kHz.

1
\
! »
Ry
= }: i, ‘
E= LY | AL
54000 i %f B %" U m,‘, _
g : /g gy et
4 £l " % ¥ BV 1
[ X" ?/a MR
R A il S a3
B s 15 i “E :
ol NN &
12

0.6
Time (s)

1.8

Figure 2.4: Example of one of the audio signals used from the EmoDB cor-
pus: spectrogram of the audio signal resampled to 16kHz.

As already mentioned, the described datasets represent acted emo-
tions and, therefore, differences with real emotional situations are to

be expected. Nevertheless, these sets are
search community so they provide a good

largely utilised by the re-
reference for this study.



Methods

Due to the differences in the nature of the problems faced in this
work, a number of features, algorithms and classification techniques
are utilized in a combined style. This chapter provides a basic the-
oretical description of all methods and procedures used during the
experiments with a more detailed explanation for those that repre-
sent a novelty in the field of study.

3.1 Features

Selection of appropriate features for each specific purpose is likely to
improve results notably, if compared with those obtained with default
featuresets that were designed for different purposes. In similar work
to this, different combinations of audio features are said to perform
well in classification of audio data (Li et al., 2001). Nevertheless, within
the scope of this study a specific analysis of speech characteristics
and its quantification has been conducted with the aim of better com-
prehending the human emotions nature as well as the demodulation
artefacts used for recognizing them (Scherer et al., 2003; Banse and
Scherer, 1996). Given the characteristics of the used datasets, the
chosen features for this work are described in this section.

3.1.1 Mel-frequency cepstral coefficients (MFCC,
AMFCC)

MFCC are extensively used within the Automatic Speech Recognition
(ASR) community due to their good performance in applications of
different nature (Fang et al.,, 2001; Logan, 2000). Their first order
derivatives (AMFCC) are also frequently used since they are more ro-
bust against noise effects or biases. MFCCs are obtained from a rep-
resentation of the power spectrum on the Mel scale. This is a scale of
frequencies where the pitch distances are based on the perception of
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2000 — === - - - mmmo oo ET oo

Figure 3.1: Representation of the Mel scale with respect to the Hertz scale.

humans, following a logarithmic function which is commonly assumed
to be represented by the formula given in Eq. 3.1.

m = 259510g,, (1 + 7{;)) (3.1)

As a reference, correspondence of 1000 Hertz to 1000 Mels is es-
tablished. A representation of the relation Mel-Hertz can be seen in
Figure 3.1.

The Mel-frequency cepstral cepstrum represents the energy of the
signal in different frequency bands, uniformly distributed in the Mel
scale. The coefficients (MFCC) are obtained by following these steps:

1. Calculate DFT of the windowed signal and obtain the power spec-
trum.

2. Apply a bank of triangular filters equally spaced in the Mel scale.

3. Obtain the Log-Energy of the output from every band-pass filter.

4. Compute Discrete Cosine Transformation (DCT).

The DCT used in this steps is a transformation based on a sum of
cosine functions that is commonly used for data compression. There



3.1. Features

exist different variants and implementations of it but, for this work,
the expression in Eq. 3.2 is utilised:

K
. 1\ m .
MFCC; = ];Xk cos <z (k - 2> K) i=1,..,.M (3.2)

where M, K and X} represent the number of MFCC coefficients, the
number of bands considered and the Log-Energy of the k-th band, re-
spectively. A representation of the MFCC features extraction process
is represented in Figure 3.2.

3.1.2 Modulation Spectral Features

Based on the MFCC extraction architecture, these parameters repre-
sent the demodulated signal spectrum at different frequencies in or-
der to measure how fast and in which amount the spectrum changes
over time. Different bands of the spectrum may contain information
about different speech properties and, therefore, separate analysis
and consideration of them is likely to lead to a feature set with a large
amount of information, as studied in Scherer et al. (2003). A time se-
ries of band energies is calculated and a second level Fourier analysis
is conducted over these, leading to band coefficients that meassure
the amount of band-energy changes with respect to the total energy
oscillations. Figure 3.3 explains in detail how these features are ob-
tained following these steps:

1. Short-Term Fourier Transformation (STFT) of the audio signal.

2. Band-filter the spectrum of each frame with filters equally
spaced over the Mel frequency.

3. Log-Energy computation of each of the band-pass spectrums
obtained for each frame.

Frame aggregation of the band Energies.
FFT computation of each Energy sequence.

Log-Energy computation of the sequence.

A L o

Ratio band energy over total produces a coefficient for each of
the defined bands.
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Figure 3.2: MFCC feature extraction algorithm. From the speech signal ()
the short-time Fourier transformation (STFT) is calculated @.
The spectrum of each frame @ is taken through a bank of tri-
angular filters @ equally spaced in the Mel frequency scale (see
Figure 3.1). For each filtered signal ), the log-energy is calcu-
lated ® and the discrete cosine transformation (DCT) of these
values represents the MFCC coefficients of the given frame @.
The aggregation of MFCCs over all frames then forms the MFCC
features of the speech sample ®.
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Sampled Audio Signal

@IIIIIIIIIIIIIIIIIII

Frame 2

FFT bins

@ ( FZT ) £t
Filter Bank
0 2 Frequency [kHz] 6 8

O eee Log-Energy
(=

<+

Frame Aggregation

Band Modulation Spectra

Ratio
band/total Energy Coefficients

Figure 3.3: Modulation spectral feature extraction algorithm. From the sam-
pled speech signal (1) the fast Fourier transformation (FFT) is
calculated at every frame. The spectrum of each frame is taken
through a bank of triangular filters @ equally spaced in the Mel
frequency scale (see Figure 3.1). For each frame, band-pass log-
energies are calculated. Frame aggregation is performed to ob-
tain sequential band-pass log-energies 3. For each frequency
band, a new FFT is computed @. Log-energy is once again cal-
culated at each band together the ratio of all of them with respect
to the total B). The ratios are directly considered the modulation
spectral coefficients ®.
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Glottal flow

Differentiated glottal flow

to t; tp te te

>
< » ¢—>

Figure 3.4: Example of a glottal flow (top) and differentiated glottal flow (bot-
tom) of a Liljencrants-Fant (LF) model pulse.

3.1.3 Fundamental Frequency, f,

[t is possible to obtain different values of fundamental frequency ( f,)
on each time frame. f, stands for the frequency value that holds
most of the spectral energy within the considered frame. From the
fo trail, different statistics are calculated: mean, standard deviation,
maximum and quartile values, forming all these together the feature
set. Extraction of f; is performed making use of the f; tracker which
is available in the ESPS/waves+ software package.

3.1.4 Voice Quality

Voice Quality features are a group of parameters commonly assumed
to be responsible for the different speaking styles (Kane et al., under
review, 2010; Gobl et al., 2002; Yanushevskaya et al., 2008). These
features can be estimated from the glottal source signal, modelled
often with the Liljencrants-Fant (LF) model, as represented in Figure
34,

Full description of the LF model is out of the scope of this thesis
but definition of the parameters used to comprise the feature set is
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provided in the following. Further description of the features is given
in detail in Scherer et al. (under review).
e EE: maximal glottal closure speed.

e T,: elapsed time since the beginning of the glottal opening until
the maximal aperture is reached.

e fo: fundamental frequency, as described in 3.1.3.

e T.: elapsed time since the beginning of the glottal opening until
the moment when the maximal glottal closure speed is reached.

e T,: fraction % of the time interval since the maximal closure
speed is reached until its complete closure.

Defined these model parameters, the values to be used as features
can be calculated following Egs. 3.3, 3.4 and 3.5:

1

Ry= gt (3.3)
T. - 1T,
Ry = —~——F (3.4)
k Tp
R,=1T,- fO (35)

The feature set will be the combination of EFE, R,, R, and R,.

3.1.5 Energy

The frame average energy is calculated using a window size of 32 ms
with an overlap of 16 ms. For each frame n, the following formula is
used to calculate the frame energy:

L
E, = szz:l 22 [w) (3.6)

where z[w] and W represent the signal and frame duration respec-
tively. Similar statistics to those of f, are used for this featureset.
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Frequency (Barks)

0 2000 4000 6000 8000
Frequency (Hertz)

Figure 3.5: Relation Barks - Hertz, as given by Eq. 3.7.

3.1.6 Perceptual Linear Predictive Analysis, PLP

This set of features is based on the autoregressive all-pole model,
traditionally used among the automatic speech recognition commu-
nity for short-time power spectrum estimation. This model, obtained
by linear predictive analysis, is capable of estimating the spectrum in
frequencies with a high energy, commonly corresponding to the vocal
tract formants. Nevertheless, the power spectrum is approximated
with a similar accuracy over all frequency bands, which does not cor-
respond to the human auditory capabilities. PLP features were de-
signed with the intention of better representing the perceptive ampli-
tude levels and spectral resolution over all frequencies, as described
in Hermansky (1990), Hermansky and Morgan (1994). In a similar way
to the MFCC feature extraction, a bank of filters is utilized for band
analysis. These filters however, are not equally spaced in the Mel fre-
quency, but in the Bark frequency, which is given by the Equation 3.7
and a representation is given in Figure 3.5.

_6.arcsinh (-
b= 6-arcsinh (600) (3.7)

A representation of the PLP feature extraction process can be seen
in Figure 3.6.
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Sampled Audio Signal
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Figure 3.6: PLP features extraction algorithm. From the sampled speech sig-
nal () the fast Fourier transformation (FFT) is calculated at every
frame. The spectrum of each frame is taken through a bank of
filters @ equally spaced in the Bark frequency scale (see Figure
3.5). Each band-pass signal 3 is compressed in amplitude fol-
lowing a cubic root function @. From the amplitude-compressed
spectrums (), log-energy for is calculated for every band and

inverse discrete Fourier transformation (IDFT) is computed ®).

Solution of the autoregressive (AR) model is performed, being
the obtained values the PLP feature coefficients @.
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The following, are the steps required for extraction of these features
(as explained in Hermansky (1990)):

1. Short-Term Fourier Transformation (STFT) of the audio signal.
Critical band analysis in the Bark frequency.

Equal loudness pre-emphasis.

> LD

Intensity-Loudness conversion by cubic root amplitude compres-
sion.

o

Inverse discrete Fourier transformation.

6. Solution for autoregressive coefficients.

3.1.7 Periodicity

Previous analysis of the utilized dataset showed that some of the emo-
tional expressions can be discriminated by using the segment lengths
as a feature (Wendt (2007)). Since our aim is to find features that
can be obtained in any context, the use of this property would result
in unfair improvement of our results. Therefore, we developed a new
feature set that can partly resemble that information.

Considering the number of syllables per second we do not incur in
the use of unfair measures as it can be estimated from the signal
directly and therefore in future applications. Syllable detectors may
be implemented in different ways as shown in Pfitzinger et al. (1996);
Crystal and House (1990); Cedergren and Perreault (1994). The uti-
lized approach in this study is described in the following:

Let us assume that each syllable contains at least one vowel. If we
consider the high periodicity that characterizes vowels in contrast to
consonants, detecting speech segments with a high periodicity would
give us markers of the syllables. A straight forward approach for
obtaining a periodicity value is to compute the auto-covariance func-
tion in smaller sub-segments of the original speech. Once this step
is completed, the sub-segments can be grouped according to their
periodicity score as periodic or non-periodic. In order to achieve this,
we designed a double-threshold system to resemble a hysteresis cy-
cle (Mayergoyz (2003)), as can be seen in Figure 3.7. This system
marks the beginning of a periodic zone when a value over 80% of the
maximum is found. In a similar way, the start of a non-periodic zone
will be detected by the presence of a lower value than 30% of the
maximum.
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Figure 3.7: Periodicity featureset. Blue: autocorrelation function over con-
secutive time windows (each of bms). Orange: Upper and lower
thresholds for identifying binary states. Red: States detection,
high and low levels represent periodic and no-periodic respec-
tively.

Additionally, for detecting syllables we consider energy variations
over time. While assuming lower energy segments within the sylla-
ble boundaries, one may use an envelope detector and, once again,
the double-threshold system to spot the syllables, as shown in Figure
3.8.

With the initial speech segment divided into periodic and non-periodic
subparts, as well as, low and high energy parts, we calculate: the
lengths of the parts, the largest difference in width, and the energy
ratio of the parts to the total length. The combination of those fea-
tures resembles the full periodicity feature set.

3.2 Sequential Data

Analysis of time series is a complex task due to the sequential proper-
ties of the data. Due to the time dependency, the observations cannot
be considered as statistically independent and, therefore, a complex
model capable of dealing with this kind of data seems necessary.
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Figure 3.8: On the left: normalised raw data (in blue) and detected envelope
(in red). On the right: Detected envelope (in blue), threshold
values for identifying binary states (dashed line), and high - low
segments detected (in red).

3.2.1 Hidden Markov models

A commonly used statistical model for sequential data are the hidden
Markov models (HMM). These are assumed to be Markov models with
non observed states. Markov models are stochastic models based
on the assumption of the memory-less property. According to this
property, future states depend only on the current state and not on
the history of the system, as described in Egs. 3.8, 3.9.

P(Tn | 1y ey Tne1) = p(Tn | Tn_1) (3.8)
N N

p(T1, .y H T | X1, ey Tp—1) = p(z1) Hp(:zcn | 2p_1) (3.9
n=1 n=2

where z,, represents the model state in time n. There also exist higher
order extensions to the Markov models, where not only the current
state is considered to predict the future states, but also the m — 1
previous ones, where m represents the model order. This extension,
however, is not relevant for out work and will therefore be omitted. In
standard Markov models the states are visible, being the only param-
eters of the system the transition probabilities. In the case of HMMs,
the states are only partially observed. Observations are related to the
state of the system but are not sufficient to specify it. HMMs can be
defined in terms of the following elements:
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1. Number of states, N: represents the number of hidden states
assumed for the HMM.

2. State transition probability distribution, A: there exist a set of
probabilities associated with each of the states that defines the
state transitions on every instant.

3. Observation symbol probability distribution functions (pdf), b:
represents the output pdf of each of the states. Given a par-
ticular state 4, this is the distribution that generates the observa-
tions. It can be considered a discrete or continuous distribution
depending on the observations to be modelled.

4. Initial state probability distribution =: for the case of no previous
state.

In the literature, there exist three typical problems for use of HMM,
depending on the task that is required to be performed with them.

e Problem 1: Given the observation sequence O and the HMM ),
compute the likelihood P(O | A).

e Problem 2: Given the observation sequence O and the HMM
A, find which is the state sequence @ that better explains the
observations.

e Problem 3: Given the observation sequence O, adjust the model
parameters A to maximize the likelihood P(O | A).

Due to the interest of this work, we will only focus on Problems 1 and
3, also known as evaluation and training respectively.

3.2.1.1 Problem of evaluation

The likelihood P(O | A) is defined as the probability of the observa-
tion sequence O given the model parameters \. It provides a way
to measure how well the model parameters explain the observations.
Log-likelihood is commonly used since it is an equally monotonous
function and its calculation is simplified by converting multiplications
into additions. Since the state sequence is not observed there exist
many different possible sequences that could generate the given ob-
servations. Brute force calculation of all the possible state sequences
of length T implies an extremely large number of computations (on
the order of 27 - NT). Therefore, a more practical method must be
considered. The used procedure for this purpose is the so-called for-
ward procedure.
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Let us assume an observation sequence O = {04, 0, ...,Or} of length
T and a given HMM ). It is possible to define the forward variable
(i) = P(01,04,...,0:,q: = S; | A) as the joint probability of the obser-
vation until time ¢ and being in state S; at time ¢, given A\. P(O | \) can
then be obtained by following these recursive steps:

[ Step 1: Oél(i) = ’/szl(01> Vi € ].,...,N.

N

° Step 2 at-l—l(j) = (Zat(i)aiJ) bj(0t+1), viel,....,T -1, Vj e
=1
1 N.

g eeey

N

o Step 3: P(O|N) =) ar(i).

i=1

where q;; corresponds to the (i, j)-th element of A and represents
the transition probability from state S; to state S; in any instant of
time. b;(0,) represents the value of the j-th pdf, given the obsevation
symbol O;.

3.2.1.2 Problem of training

There is no analytical way to calculate the optimal model parame-
ters of the HMMSs. There are, however, iterative algorithms that can
estimate them in a locally optimal way. The most used is the Baum-
Welch method, which is equivalent to Expectation-Maximization (EM)
approach in this case.

In the first place, forward and backward variables must be taken into
consideration:

ay(i): as defined in Section 3.2.1.1.

B:(4): similarly to ay(4), it is possible to define a backward variable
representing the joint probability of the observation from time ¢ until
its final instant T as:

Bi(i) = P(Ot41, -, O | ¢ = Si, N) (3.10)

Induction can be conducted once again to obtain the values of 3 for
all time instants:

e Step 1: Br(i)=1, Viel,.,N



3.2. Sequential Data

21

e Step 2: B,(i) Zau (0441)Bi1(j), Vtel,...T—1; Viel,.. N

From the definitions of «.(:) and 8;(7), new variables can be defined to
perform the Baum-Welch procedure:

§t(z’ j): represents the probability of being in state S; at time ¢ and
in state S; at time ¢ + 1, given the observation sequence O and the
model parameters Al

&(i,5) = Plar = Si,qe41 = S | O, ) (3.11)

~:(7): probability of being in state S; at time ¢, given the observation
sequence O and the model parameters \:

Using the previous definitions, it follows now to express these vari-
ables in terms of the known parameters:

o a()aijbi (Ops1) By ()
& (i,j) = PO A

A (z)a” {(Or41)Br+1(4)
Zat(i)ﬁt(i)

o:f(')aij b (Or41)Be+1(5)

ZOét [Z az] Ot+1 ﬂt+1( )]
— oz;/(z)a” i (O111)Bi+1(4) (3.13)
Z Zat 1)a;ijbi(O41)Bi+1(4)

=1 j=1

[

N
= &g (3.14)
j=1

Combination of the obtained expressions can then be utilised for the
estimation of certain model probabilities. Let us define, for an obser-
vation of length T', 7, as the number of transitions from state S; and 7;;
as the number of transitions from state S; to state S;. Then it follows:
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Expected number of transitions from state S;:

T-1
En] =Y w() (3.15)

t=1

And expected number of transitions from state S; to S;:
T—1
Elry) = &(i,5) (3.16)
t=1

Finally, expressions for the new model parameters can be obtained:

i = 71(4) (3.17)
T-1
Z & (1, 7)
2i; = t;il (3.18)
¥4 (7)
t=1
T
z V(1)
Bik) = S0 (3.19)

T
Z%(i)

where v, represents the discrete output symbol generated in time
t by the discrete distribution b,(k). The reestimation expressions
(Egs. 3.17, 3.18 and 3.19) correspond identically to the Expectation-
Maximization (EM) algorithm solution for this particular problem.

Up to this point, output distributions have been considered discrete.
This, however, is nhot an assumption that holds for many applications
where the observations are not discrete but continuous. For these
situations, modifications in the formulae must be introduced in order
to model the observations as continuous mixture distributions.

The underlying state transition probabilities are not affected in their
definition by this extension, but the output distribution should now be
considered as:

M
b;(0) = > ¢im¥(O, tijm, Ujm), 1 < j < N (3.20)

m=1
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where O represents the variable being modelled, c¢;,, is the mixing
coefficient of the m-th mixture component of the j-th state and ¥
stands for any density, but will be considered as Gaussian distribution
for the purpose of this work since it is a well known distribution which
can be used to approximate any continuous density function. p;,, and
U, represent the mean and covariance matrix for the corresponding
components respectively.

The mixture coefficients hold the constraints:

M

d em=1, 1<j<N (3.21)
m=1

It is not complicated to obtain the reestimation formulas for the dis-
tribution parameters. The expected number of times in state j with
the active component k over the expected number of times in state j
is used to estimate the mixture coefficients:

T

Z’Yt(‘% k)

R S (3.23)

1

ZT:Z% (. k

t=1 k=1

Similarly to Eq 3.23, but weighting each numerator term by the obser-
vation to give an estimation of the value produced by the k-th com-
ponent can be used as reestimation of the mean value

T
Z’Yt(j7k)0t

figh = T (3.24)

Z’Vt(jﬂ k)

Once again, for the reestimation of the covariance matrix Uj;, a similar
expression can be found:

T
D 10 k) (Or = 1) (Or — pge)
0, = 0 . (3.25)

Z'Yt(jv k)
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Figure 3.9: Example of data points and initial Gaussian mixture model (GMM).
The data points are created following the distribution z ~
U12:21] + U[-T7:1]. The mixture model is composed of two
Gaussians with parameters pu; = —1,01 = 0.5 and uz = 2,02 = 1
respectively. It can be observed that the random initialisation
of the Gaussians is too far away from the real data distribution,
so adaptation is likely not to perform well due to very bad log-
likelihood scores.

where
"Yt(jy k) _ Naf(])ﬂf(]) ]\/chk\p(Ot7ujk7Ujk) (326)
Zat(j)ﬁt(.f) Z cjm ¥ (Ot, tjm, Ujm)
j=1 m=1

The obtained expressions allow an iterative update of the HMM pa-
rameters, until a certain convergence level is reached.

3.2.2 Data normalisation

Since the HMM training is performed on a local maximisation problem
assumption, and given that the feature spaces are usually very het-
erogeneous, the obtained model is very susceptible to different ini-
tialisations. Therefore, a straight forward use of features for training
HMMs might become a difficult task if the initial model parameters
are not chosen appropriately. The effect that might happen in this
situation is shown in Figure 3.9. The gaussians are too steep for the
data space and the training algorithm is likely not to perform well.

In our experiments, a normalisation process is conducted prior to the
HMM training in order to avoid this effect. The normalisation is carried
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Figure 3.10: Normalised data points and initial GMM. As can be seen, nor-
malisation of the data allows the Gaussian mixture model to pro-
duce better log-likelihood scores which will allow a good adap-
tation process from the first steps.

out by use of Equation 3.27, where x represents the data to normalise
and u,o its mean and standard deviation, respectively. During the
training of the system, mean and standard deviation ( pttrqin @aNd Girain)
are calculated in each feature domain and for each class, prior to the
HMM training. To remove the effect of outliers, all values above and
below the 95% and 5% percentiles, respectively, are discarded. With
the normalized data, the HMM are trained and the same normalization
values (ptrain aNd o4r0in) are later used to normalize the unseen data
in the test step, before calculating their likelihood values. The effect
of normalisation can be observed in Figure 3.10.

Lnorm = . (327)

g

Once the training data is normalised, the initial HMM parameters are
more likely to be correctly adapted to the real distribution that gen-
erated the data. An example of a well adapted model can be seen in
Figure 3.11.

3.2.3 Data Alignment

Hidden Markov models are commonly used for modelling sequential
data. Nevertheless, since this work is aimed to study data and its char-
acteristics for each different emotion, a representation space where
these can be compared seems necessary.

Emotion classification from speech data proves to be a challeng-
ing problem due to the sequential nature of the data. Therefore,
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Figure 3.11: Normalised data points and adapted GMM. After the adaptation
process, the GMM represents the data distribution well.

dynamic features extracted on short segments of speech (usually
around 32ms windows) are useful for the classification of expressive
clips. However, in order to be able to compare these sequential fea-
tures with static features it is necessary to encode them into vectors
of a fixed length. There exist different approaches for dealing with
this type of situations. In this work, the HMMs, as in Bicego et al.
(2003), are used to encode the sequential data to a new representa-
tion space, where every sequence can be represented in terms of a
fixed number of dimensions. The feature sets considered as sequen-
tial and, therefore, aligned with this procedure are MFCC, AMFCC,
ModulationSpectral and VoiceQuality. The rest of the feature sets are
considered static and, therefore, no alignment is required.

Let us assume a reference set of sequential observations R =
{04, ...,Or}, Where O;, Vi = 1,..., R, is an observation without restric-
tion of length. It is possible to train, for each of the reference ob-
servations, an HMM that best represents the model that produced it.
Therefore, we can easily obtain a set A = {\y,..., \g} of HMM where X,
Vi =1,..., R, represents the HMM trained from the observed sequence
0;. Given an unseen sequential observation O, its representation as a
single vector in the R-dimensional encoding space is obtained by cal-
culating its log-likelihood with respect to the trained reference HMMs:

)
)

log P(O | \
log P(O | X2 3.28)
log P(O | Ar)

where T represents the length of the given sequence and PO | \)
is the likelihood of the i-th HMM, given the observation O. With this
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Figure 3.12: Feature alignment scheme. Observation O from a sequential
feature set is used to calculate the log-likelihood of each one
of the R trained HMMSs. The scores obtained from each of them
are aggregated and considered a single vector of dimension R,
comprising in this way a single vector of fixed length for every
observation.

transformation, we create a new space of dimension R, where every
observed sequence is represented as one single vector. In this Eu-
clidean space, any standard techniques for classification (supervised
learning, unsupervised learning, clustering, etc.) may be applied. A
representation of the alignment system is shown on Figure 3.12.

For the experiments conducted in this work, a subset was randomly
chosen from the initial set of audio segments to train the HMMs. For
each different class ¢, Ve = 1, ..., C, where C represents the number of
classes, 2 HMMs were trained. Since the used data set contains 6
different classes, the final number of HMM is R = 12. Every HMM was
initialised with 2 states and 2 GMM per state. Each of the models was
trained with 5 different audio segments for a number of iterations
no longer than 30. Experiments with a higher number of states and
mixture components proved not to give better results and, on the
contrary, required much more computation time.

3.3 Principal Component Analysis

The use of a large set of trained HMMs for the data alignment leads
to a high dimensionality scenario where data inspection is not a triv-
ial task. There exist different techniques for dimensionality reduction
that allow transformation of the data into a space with lower dimen-
sions. In this work, the utilized technique is principal component anal-
ysis (PCA), first incroduced in Pearson (1901). PCA is a procedure
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that converts correlated variables into uncorrelated variables, the so-
called principal components (PC). The principal components have the
property that each of them is orthogonal with respect to the previ-
ous component, being the first one a variable that has maximal vari-
ance. The total number of principal components is less or equal to
the dimensions of the original data. The built-in implementation used
in these experiments is based on eigenvalue decomposition, provid-
ing a transformation matrix. Representation of the first PC versus
the second PC is used in some graphs in this thesis (eg. Figures
4.4, 4.5). An example of the transformation that takes place by the
PCA process is shown in Figures 3.13 and 3.14. In this figures, a
2-dimensional gaussian distribution with mean p = (3,2)7 and covari-
2 —1.5

ance matrix o = ( 15 o

) is shown. By PCA, the transformation
matrix

(3.29)

0.7087  0.7055
—0.7055 0.7087

is obtained. The PC directions can also be seen in the graph. As it
can be observed, the obtained transformation vectors represent the
maximum variance directions and are, at the same time, orthogonal
to each other.

3.4 Support Vector Machines

Support vector machines (SVMs) are one the most commonly used
methods in all kinds of classification problems. Assuming two linearly
separable classes, the aim is to find a hyperplane that can separate
them maximizing the gap (margin) between the nodes supporting it,
the support vectors, as shown in Figure 3.15. If the assumption of
the classes being linearly separable fails, transformation to a space of
higher dimensions is possible by the use of a kernel function, making
the search of the hyperplane an easier task. There exist extended
versions of the SVMs for the situations where more than two classes
need to be separated. For the purpose of this work, one-against-
one SVMs for a multi-class problem will be considered (Kahsay et al.,
2005).

Traditional implementation of the SVMs were based on a crisp-input
crisp-output assumption. Nevertheless, there are situations in which
crisp input labels might be difficult to obtain, due to subjective percep-
tion of the annotator. For this kind of situations fuzzy SVMs (FSVM)
were designed to produce a crisp output from a fuzzy input. Further-
more, a later approach considering fuzzy-input fuzzy-output SVMs
(F2SVM) has also been developed (Thiel et al., 2007).
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Figure 3.13: Principal component analysis example. In blue: 2-dimensional
Gaussian distribution. In red: First PC coefficient represents
the direction of the variable with a highest variance. In green:

Second PC coefficient represents the orthogonal direction to
the first PC with the highest possible variance.

In this section, both classical SVMs and F2SVM approaches are ex-
plained.

3.4.1 Crisp-Input Crisp-Output SVMs
An initial two class training set M can be defined as:

M ={(zp, 1) |zy €R", 1, €{-1,+1}, VYu=1,..[M[} (3.30)

where z, represents the p-th data vector and [, its corresponding
label. It is possible to define a hyperplane characterized by its surface
normal vector w and a bias value b and that satisfies the constraint:

L(whz, +b)>1, Yu=1,..,|M| (3.31)

After maximization of the margin at least two samples must fulfil the
equality constraint in Eq. 3.31. Let us name these two samples =z,
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Second principal component

First principal component

Figure 3.14: Principal component analysis example. In blue: 2-dimensional
gaussian distribution normalised and transformed to the PC
space. X and Y axis represent the first and second principal
components respectively, which are also represented by the
red and green arrows.

and z,, belonging to the subgroups labelled as positive and negative
respectively. Then, the width of the margin area can be expressed as:

(3.32)

Tl & =2 =]

[l w|

As explained in Bishop (2006), maximization of Eq. 3.32 is equivalent
to minimization of:

O(w) = (3.33)

[\

Solving of this problem requires the use of Lagrange multipliers «,, >
0, obtaining the function:

2 M|
L(w, b, o) = @ = {lu(wz, +b) - 1} (3.34)
p=1
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Figure 3.15: Example of Support Vector Machine. Two classes of data are
represented (in blue and red, respectively). The separation hy-
perplane which maximises the distance between them is also
shown. In this case, the support vectors are the three samples
circled in black coincident with the dashed lines.

If 9 =0 and %t = 0 restrictions are introduced, Equations 3.35 and
3.36 can be encountered.

| M|
w = Z a,l,z, (3.35)
pn=1
| M|
0= o, (3.36)
pn=1

Considering this result, w and b can be obviated from Equation 3.34,
leading to the maximization problem of:

~ LT VL]
L(a) = Z T Z Z otz (3.37)
p=1

v=1p=1

subject to the restrictions:

a,>0, Yu=1,..,|M| (3.38)



32

Methods

| M|

S oy =0 (3.39)
p=1

Assuming an optimal solution that maximizes the margin, also the
Karush-Kuhn-Tucker constraints are met (Bishop (2006)):

a{ly(wle, +b) -1} =0, VYu=1,..|M| (3.40)

following that for all «,, # 0 it is true that:

L(whz, +b) =1 (3.41)

being z,, a support vector. Then, for a new point z, the classification
into one class or the other can be calculated as:

| M|
y(x) = sign (Z Tt e, + b) (3.42)

p=1

Determining the bias b can be done with any support vector =z, as:

b— ll T, (3.43)

Until this point it has been assumed that there exist a separation hy-
perplane. However, in a more realistic situation this assumption would
quite likely not hold and, therefore, some reformulation is necessary.
Slack variables ¢, can be introduced to allow datapoints to be between
the hyperplane and the support vectors (0 < ¢, < 1) or even on the
wrong side of the hyperplane (¢, > 1). The new optimization problem
would now be:

[ M|

2
O(w, &) = ”w% +C> & (3.44)

p=1

with the constraints:

L(whz, +b)>1-¢,, €,>0, Yu=1,..|M| (3.45)

The free parameter C > 0 tunes the number of points allowed to
be out of their corresponding subset area. A higher value of this
parameter implies a lower number of allowed errors.
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3.4.2 Fuzzy-Input Fuzzy-Output SVMs

This section describes the extension of the classical SVM to the more
recent approach F2SVM, first introduced in Thiel et al. (2007). Mem-
bership values m} and m, for the positive and negative classes re-
spectively must be defined and included in the optimization problem:

O(w,7,67) = '“;“2 +C liwj (&rmy +&,my) (3.46)
p=1
with the new constraints:
whz, +b>1-¢&F withgh >0, Vu=1,..,|w| (3.47)
wha, +b> -1+, with¢, >0, Vu=1,..,|uvl (3.48)

The new four constraints also require introduction of the Lagrangian
multipliers a™,a=, 3T 3:

| M|

2
[[w H —|—C’Z §+m +&, m)

L(w7b7€+7£77a+7a77ﬁ+7/87)
- Za wlz,, + b) —1+§+)

+ Za (wh'z,, +b) +1-¢,)

| M| | M|

— st =SB0 (3.49)
p=1

p=1

Similar expressions to 3.35 and 3.36 can be now obtained by inserting

§ At oL __ aL AL __ L
the restrictions 5= =0, 5 =0, ef = 0 and B = =0

| M| | M| IM\ | M|
DTS TR 3 BRI E AL
p=1 p=1 v=1p=1

having that o}, o, >0, Vu=1,..,|M|and subject to:
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> af —ay) =0 (3.51)
p=1

0<ai <Cmf,0<a, <Cm, (3.52)

Next, the Karush-Kuhn-Tucker conditions can be obtained:
af(whe,+b)—1+&H) =0 (3.53)
a;((wTﬂcu +0)+1-¢,)=0 (3.54)

Finally, those samples z, that verify (af —«;) # 0 are the so-called
support vectors and they define the decision function:

p=1

| M|
y(x) = sign (Z (oz,f - oz;):chu + b) (3.55)

For the multi-class extension with a set of samples

k
M = {(zy,1,) | 2y € R™, 1, € R: with Y l,p =1, Yp=1,..,|M[} (3.56)

j=1

where [, represents the fuzzy label or the probability of belonging to
each of the k classes. With the described extensions, the crisp clas-
sification problem is a mere particular case of the F2SVM approach,
where [, ; = 0 for all classes except for one (I, ;. = 1). Also, to solve the
multi-class problem, @ F2SVMs (represented as S; ;) in the one-
against-one configuration must be trained for each pair of classes
i and j and every feature space. To train each of the F2SVMs, the

sample set is defined as:

M;; = {(zﬂvm:z) | m:z =lui} U {(Iuam;,j) | my, ;= buj} (3.57)

Once all F2SVMs are trained, the steps to generate a fuzzy output
vector are as follows:

1. For every unseen sample z € R" and trained F2SVM S, ;, Vi, j =
1.,k |i#j.
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Fermi function output

Distance to the hyperplane

Figure 3.16: Fermi function used to limit the distance d, ;(z) to the range
[0: 1]. This representation is for a parameter A = 0.5.

2. Calculate the distance d; ;(z) € R to the hyperplane correspond-
ing to S; ;.

3. Transform the distances d; ;(z) using the fermi function r; ;(d; ;) =

m, with A subject to optimization if required. Represen-

tation of the fermi function can be observed in Figure 3.16.

4. Fuzzy output label §(z) for all k£ classes is obtained as in Thiel
et al. (2009) and Thiel (2009):

Zj#q’, Tij

[. Estimate of p; by averaging: p; = Y
2

Il. Update the pairwise probability estimates: fi;; = pl—)‘rpj

Ej#i Tij
Zj;éi ﬂi]‘ ’

lll. Correct the single class probability estimates: p; = p;

IV. Normalise the single class probabilities: p; = ﬁ
v Pj
V. Loop until convergence: If change of p; > threshold then go
to Il.

5. Normalised class probabilities estimation: §(z) = (p1, ..., Px)

The steps followed to obtain j(z) are represented in Figure 3.17.

3.5 Data Fusion

As explained in Section 3.4, the SVMs are trained in a one-against-
one configuration. This means, that for each of the 8 features sets,
a number of 15 SVMs is trained, making a total of 120 evaluations
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Fuzzy output generation for a 3-class problem. This process
is conducted for each different feature set, before their fusion
is considered. First, distances from a new sample to all the
hyperplanes are calculated. The distances are transformed to
the range [0: 1] by use of a Fermi function. With these val-
ues, normalisations and corrections described in steps I-IV are
conducted. The final fuzzy output for the given feature set is
obtained grouping the normalised probabilities of all 3 classes.
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for each new sample. For each feature set, the corresponding 15
SVMs are used together to produce a single fuzzy output for each
new point. But there is still the need to define a fusion that can com-
bine all 8 outputs into a single one. There exist several ways to define
a fusion strategy (Kuncheva, 2001; Kuncheva et al., 2001; Kuncheva,
2004). The utilised approach is based on a simple multiplication of
the fuzzy labels obtained from each different feature set and normal-
isation. During the conducted experiments, it was observed that this
basic fusion was able to produce notable improvements over all the
single feature outputs, therefore, no further research of more com-
plex implementations was done. This approach is described in Figure
3.18.

3.6 Partially Supervised Learning

Despite being in possession of all labels to the dataset, for this part
of the experiments it is assumed that not all of them are available,
so it is possible to study the system performance with respect to the
amount of work put into labelling new samples.

3.6.1 Semi-supervised Learning

Semi-supervised learning approaches are used when not all the data
labels are available. In this situation, the available labels can be used
as a reference for the system to automatically generate artificial ones
for the rest of the data. Although there exist different techniques that
can accomplish this task, only k-nearest neighbour (k-NN) is described
and utilised in this work. k-NN is a classification algorithm based on a
distance measure to the reference samples. Different results can be
achieved by modification of the parameter k. This parameter controls
the amount of training points that are used to emit a decision for
each new unseen datapoint. In the most simple case, 1-NN, the label
of the nearest point would just have to be copied. In the conducted
experiments, however, a value of k = 5 was used.

Prior to the self-learning steps, description of the new labels wished
to obtain is necessary. Since a total of J =6 classes are used for our
experiments, the fuzzy labels must contain 6 different fields, p; that
represent the degree of membership to each of the J classes:

I={p;j}, Vjel,.J (3.58)

where [ represents the fuzzy label of any sample, and is subject to the
constraint
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Figure 3.18: Classifiers' fuzzy outputs fusion. For each different feature set
there is a classifier defined which produces a fuzzy output. The
outputs from all classifiers are combined to emit a single output
by defining a fusion approach. In this figure a 3-class problem
with the 8 feature sets described in Section 3.1 is represented.
From each feature set classifier, a probability to all 3 classes
is obtained, as represented in Figure 3.17. The outputs from
each classifier are multiplied and normalised, obtaining a single
vector that sums up to 1. The class with to which the highest
probability corresponds is the final decision of the system.
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J
Sp=1 (3.59)
j=1

The first step for the generation of new fuzzy labels for the unseen
data consists of relabelling the reference set. This is a simple proce-
dure since the crisp label is available.

)1 g=r
Pi=13 o cjET

where r € {1, ..., J} represents the real class which the sample belongs
to. Once this step is concluded, an iterative labelling process can be
conducted. It is considered iterative since every new label that is
generated is also utilized for generating the ones for the successive
samples.

When a new point is considered, euclidean distance to all the refer-
ence points is calculated. Of all the calculated distances, only the &
smallest ones are kept. With the labels of the k-nearest neighbours
1, the new label can be calculated as:

=230, (3.60)

The newly generated label is then included into the reference set and
considered as correct for all the samples still to come. The iterations
are repeated for all the unseen datapoints. An outline of the whole
process is shown here:

1. Extend the reference labels to fuzzy labels.

2. For each unlabeled sample:

[. Calculate the euclidean distance from this point to all the
points in the reference set.

ll. Keep only the label of the nearest k neighbours.
lll. Create the new fuzzy label by averaging the k nearest labels

as:
1 k
"= z n=1 ln

IV. Extend the validation set with the newly calculated label.
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Figure 3.19: On the left: Reference data points from two different classes
(blue and red, respectively) with their real labels extended to a
fuzzy representation. On the right: Reference data points and
an observation (black) without label.
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Figure 3.20: On the left: Distance to the k = 5 nearest neighbours and new
fuzzy label for the new point. On the right: The new point and
its label are included in the training set. A second unlabelled
observation (black cross) comes into the system.
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Figure 3.21: 5-NN distances for the new point and resulting new fuzzy la-
bel. The k-NN label of the previous unlabelled points is also
considered as a reference for the current iteration.
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Figure 3.22: Evolution of training sets in the semi-supervised training ap-
proach. The initial sets are formed by labelled and unlabelled
data. By k-NN, the unknown labels are generated. Those la-
bels with a confidence higher than a discriminatory parameter
p € [0, 1] are used for training and the rest are discarded.
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A representation of the algorithm can be seen in the Figures 3.19,
3.20, 3.21. Evolution of the sets described in this process over the
iterations is also shown in Figure 3.22.

Once the artificial labels are generated, it seems necessary to have
a confidence measure that contains information about the level of
correction that they have. Since no expert supervises the process,
certain amount of error will be introduced into the labels. The confi-
dence measure will allow discrimination of the labels that contain too
much of this error to avoid extra penalisation in training. The pro-
posed measure to use in these experiments is the value that repre-
sents the highest degree of membership to any of the classes. From
the definition of fuzzy label given in Equation 3.58, the confidence of
the label | can be obtained as:

c=max{p;} Viel, ..,J (3.61)
J

where p; represents the degree of membership of the sample to the
j-th class. A flow chart of the whole experiment setup, both for auto-
matic labeling and test evaluation is represented in Figure 3.23.

A discrimination parameter p is included in the system to decide which
automatic labels are considered valid and which are not, based on the
confidence measure. A high value of p (within the range [0,1]) means
using samples with a high confidence while reducing the amount of
them that can be used for training.

3.6.2 Active Learning

Traditional machine learning approaches rely on a large amount of
labelled data distributed over the feature spaces with as much infor-
mation as possible concerning the underlying generative distribution.
The larger the amount of data is, the more likely the system will be
to learn the characteristics of the distribution (assuming that there is
some) and emit a correct guess for unseen data. However, this type
of approach may have some drawbacks, like the difficulty of labelling
data (it can be an expensive task in many situations) which may lead
to a scenario where not-so-large training sets are available. If it were
possible, for example, to change the assumption "the more labelled
data we have, the better we can train" to "the better our labelled data
is, the better we can train" then it might be possible to achieve good
model trainings with smaller datasets. And this is exactly what ac-
tive learning's basic idea is all about. In a randomly chosen training
set, probability of redundant or non representative data is quite high.
Therefore, the learning system might be wasting some of the effort
and cost put into labeling it, given that it is difficult to know a-priori
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Figure 3.23: Flow chart that describes the semi-supervised approach. On
the left: automatic labelling process; using a labelled reference
set new labels are generated for the unlabelled data by the k-
NN procedure and incorporated into the reference set. On the
right: confident labels selection and evaluation; a discrimination
process is conducted to decide which k-NN labels are good
enough to be used for training the SVMs.

which data samples are more or less representative. If, however, the
system is allowed to ask for the samples from which it wants to learn,
it is more likely that it will choose the most useful, based on the prox-
imity to the classifier boundaries. There are several ways in which
this can be interpreted and implemented and a good review of them
can be found in Settles (2009). The approach utilized in this work is
explained in this section.

First of all, the whole available dataset with labels is divided in two
groups: training and test. The test set remains unchanged during the
whole process. The training set, on the contrary, represents the pool
of available data from which the system will decide on every iteration
which labels it wants to know and use for training. Evolution of the
sets over the iterations is shown on Figure 3.24.

A small number of labels is initially used for the training, then evalu-
ation is conducted on the unused training points. For each of these
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Figure 3.24: Evolution of the different sets of data used during the active
learning approach. The evaluation set represents a pool of sam-
ples from which the system decides on every iteration which
ones to label. The samples that get a label become part of the
training set, while the test set stays untouched over during all
the process.

points, the classifier produces a fuzzy output label that represents
the degree of membership to all the classes. The accumulated mem-
bership to the classes must be equal to 1 and, therefore, considering
the highest membership in one label also accounts for the most likely
class. It is then possible to define the confidence of the label as the
degree of membership to the most likely class, as defined in Eq. 3.61.
Considering only the most likely class for each label can be assumed
to provide a measure of how confident a label is. Under this assump-
tion, it makes sense to believe that low confidence labels are the ones
that the system has more trouble in classifying. If those samples are
correctly labeled by an expert and then used for training, the system
is likely to be learning information from areas in the data space where
it does not prove to be very confident. These areas represent, in gen-
eral, the decision boundaries, where overlap of classes is frequent and
more information is required. On the other hand, for the output la-
bels that show a good confidence, the system does not require more
information since they represent an easy task for it. A flow chart of
the active learning and evaluation processes is represented in Figure
3.25.
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Figure 3.25: Flow chart of the active learning approach, comprising train-
ing and iterative evaluation parts. On the left, SVMs are initially
trained with a reduced set. A validation set (pool of samples) is
used as input to the classifier and decision confidence is com-
puted. Those samples that produce a low confidence are la-
belled and used for training. The right part shows the evalua-
tion process, carried out on every iteration with the same test
set.



46

Methods

A graphical example of the active learning step is shown in Figure
3.26.

This chapter provided a basic theoretical background, sufficient to un-
derstand the fundamentals of the conducted study. However, more
detailed and accurate description might be required by the reader.
For this purpose, references to all original sources of texts and for-
mulae are provided, for each of the techniques utilised.
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Figure 3.26: Active learning process. Data from two classes (red and blue)
are considered. On a first step, 3 random samples are labelled
and a classifier is trained with them (@). The pool of unlabeled
data is evaluated with this classifier and the least confident sam-
ples (the ones closest to the decision boundaries) are selected
®. The expert labels the selected samples and they become
part of the training set, defining a new classifier 3. The pool of
samples goes once again through the classifier and more sam-
ples are chosen to be labeled @. These steps are repeated ®),
® until a good enough accuracy is reached. Labels of all sam-
ples are shown in (7). However, not all of them were necessary
to build a good classifier. The defined one in step @ is likely to
perform already well, so no more labeling would be necessary
in this particular case.






Experiments and Results

The experiments conducted in this work are designed within three
different approaches. First of all there is the aim to study the human
emotions and their characteristics based on speech. For evaluation of
the proposed system a model is trained, for which supervised learn-
ing techniques are utilised. Then automatic recognition tests are con-
ducted. In a second stage of the experiments, discussion arises about
the effect of partially-supervised learning in our results. For this pur-
pose, automatic label generation (for the semi-supervised learning) is
studied, as well as active learning.

For evaluation of the results, confusion matrices are generated with
the automatic recognition results and they are compared with those
obtained by humans in the perception tests. On the matrices, every
row sums up to one, showing how much data from one class is clas-
sified by the system as belonging to any of the possible ones. The
columns (which do not necessarily sum up to one) show how much
data from all classes is classified as part of a given one. The main
diagonal of the confusion matrix represents, therefore, the average
accuracy for each class (ie. what percentage of the samples from a
given class are correctly classified). Average accuracy over all classes
is calculated as the mean value of the matrix diagonal. Supposing a
perfect classification, the expected result would be the identity matrix.

The architecture utilized for the system is shown in Figure 4.1.

4.1 Supervised Learning

In this part of the experiments crisp labels for the speech samples
are available for all the training data. These labels are used to train
the SVMs as explained in Section 3.4 in a crisp-input crisp-output
configuration.

Features are extracted and aligned for all the available data as de-
scribed in Section 3.1, accounting a total of 8 sets of features for

49
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Figure 4.1: System architecture. Sequential features are taken through a
feature alignment process based on HMM likelihood before being
used for training or test, as described in Section 3.2.3. Static fea-
tures do not need to go through the alignment process since they
are already of a fixed length. After all the features are aligned,
SVM classification is conducted and, finally, decisions are taken
based on the fusion of all the feature sets.
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Table 4.1: Confusion matrix for the male automatic classification experi-
ments, conducted with the WaSeP dataset. Average accuracy
87%.

F D H N S A
Fear 87 01 06 .01 .00 .05
Disgust 01 92 06 .00 .00 .01
Happiness .13 .07 .67 .09 .01 .04

Neutral 00 .01 06 .93 .00 .00
Sadness 00 .00 .00 .00 .99 .00
Anger 01 07 04 .02 .00 .85

Table 4.2: Confusion matrix for the female automatic classification exper-
iments, conducted with the WaSeP dataset. Average accuracy
84%.

F D H N S A
Fear 74 04 .16 .01 .01 .05
Disgust 02 90 .04 .01 .01 .03
Happiness .03 .02 .77 .13 .02 .03

Neutral 00 .00 .09 .87 .04 .00
Sadness 01 00 .02 05 .91 .00
Anger .01 07 .02 .02 .01 .88

Table 4.3: Confusion matrix for the gender-independent automatic classifi-
cation experiments, conducted with the WaSeP dataset. Average
accuracy 84%.

F D H N S A
Fear .80 03 .08 .01 .02 .06
Disgust 01 .88 .05 .00 .04 .03
Happiness .08 .02 .71 .12 .04 .03

Neutral 00 .01 .16 .82 .01 .00
Sadness 02 00 .03 .01 .95 .00
Anger 01 07 .02 .03 .00 .86

each speech file. With the aligned features, two sets are created on a
90% and 10% distribution basis for training and testing of the SVMs,
respectively in a 10 fold cross-validation style.

The confusion matrices obtained with these tests are shown in Tables
4.1 , 4.2 and 4.3 for the male speaker, female speaker and gender-
independent cases respectively using the WaSeP corpus.

The average accuracy in these cases is 87% for the male, 85% for the
female and 84% for the gender-independent case. In all experiments



52

Experiments and Results

Fusion - Acc.: 0.84 MFCC - Acc.: 0.77 ModSpec - Acc.: 0.66

Fear I 10
Disgust

Happiness 05
Neutral
Sadness

Anger 0.0

PLP - Acc.: 0.58 Periodicity - Acc.: 0.58  Voice Quality - Acc.: 0.58
Fear
Disgust
Happiness
Neutral
Sadness
Anger
fy - Acc.: 0.55 AMFCC - Acc.: 0.54 Energy - Acc.: 0.54

Fear
Disgust
Happiness

Neutral
Sadness

Figure 4.2: Confusion matrices of the automatic classification experiment
with the WaSeP corpus. Matrices are displayed in a descending
order of accuracy, starting with the fusion of all feature sets.
Columns and rows are in the same order, representing the main
diagonal the accuracy achieved for each class. Rows sum up to
one since they represent the total number of labels considered
for each class. Columns, however, do not necessarily sum up to
one, as they represent the output of the classifier. Warm and cold
colours represent high and low values, as coded in the colour bar
to the right.

Anger

happiness is the emotion with a lowest accuracy, not being in any
case over 80%. In opposition to this, there is sadness, which is in all
cases well classified with an accuracy over 90% in all the experiments.
In order to better observe the effect of the fusion, Figure 4.2 has
been generated. This figure presents scaled images of the confusion
matrices produced by each of the feature sets alone and their fusion.

For comparison of the results, tests are also carried out with the
EmoDB dataset. Evaluation of the proposed system on this dataset
shows a 77% accuracy, slightly lower than the 84% obtained for the
WaSeP dataset. The confusion matrix for this test can be seen in
Table 4.4 and the corresponding scaled image is shown in Figure 4.3.
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Table 4.4: Confusion matrix of the gender-independent automatic classifica-
tion experiments, conducted with the EmoDB dataset.

F D H N S A B

Fear 7 01 .10 .01 .06 .00 .05
Disgust 0 .69 04 04 .07 .01 .05
Happiness .08 .02 .53 .00 .03 .00 .33
Neutral 00 .01 .00 .80 .16 .03 .00
Sadness 0Ol 01 00 .06 .92 .00 .00
Anger 00 00 .00 .03 .07 .89 .00

Boredom 04 01 .14 .00 .00 .00 .81

Fusion - Acc.: 0.77 MFCC - Acc.: 0.63 AMFCC - Acc.: 0.59
Fear 10
Disgust
Happiness
Neutral 0.5
Sadness
Anger I
Boredom 0.0
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Figure 4.3: Confusion matrices of the automatic classification experiment
with the EmoDB corpus. Matrices are displayed in a descend-
ing order of accuracy, starting with the fusion of all feature sets.
Columns and rows are in the same order, representing the main
diagonal the accuracy achieved for each class. Rows sum up
to one since they represent the total number of labels consid-
ered for each class. Columns, however, do not necessarily sum
up to one, as they represent the output of the classifier. Warm
and cold colours represent high and low values, as coded in the
colour bar to the right. In this case, Voice Quality features are
not used, since their extraction for long sequences is complex
and phoneme level annotation might have been necessary.
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4.2 Partially Supervised Learning

Experiments have also been conducted within the partially supervised
learning framework. First, on a semi-supervised learning approach,
where the system is capable of automatically generating labels for the
data based on only a few reference datapoints labelled by an expert.
In the second approach (active learning), it is the expert who labels
the data but this time only those datapoints chosen by the system
itself will be labelled.

4.2.1 Semi-supervised learning

In this section there are partial results shown in order to permit a
better comprehension of the techniques described in Section 3.6, and
their level of accuracy for a value of the parameter k = 5.

On a first experiment, fuzzy labels are automatically generated for
600 unlabelled samples, following the procedure described in Figures
3.19, 3.20 and 3.21. As a initial reference set, 50 labelled samples
per class are used. Figure 4.4 shows a representation of the refer-
ence set and the test set. For the latter, both real and artificial labels
are shown. Every different colour represents one of the six different
classes considered. Since the automatically generated k-NN labels
are fuzzy, only the class with highest degree of membership is repre-
sented. Nevertheless, it is still possible to observe the close similarity
obtained with the artificial labels compared with the real ones. In or-
der to represent larger amount of the information contained in the
fuzzy labels, Figure 4.5 is generated. This one shows the amount or
correct and wrong labels generated by the k-NN procedure consider-
ing not only the class with a highest degree of membership, but also
the second and third ones.

The rate of correct labels in the three different situations are: 52%,
77%, and 89%, for the cases of 1, 2 and 3 best scoring classes re-
spectively.

As it has been observed, when there are enough reference points,
k-NN produces considerably good results for a fuzzy label generation
process. Nevertheless, our experiments are aimed studying the re-
sults when the reference set is not large. Several experiments have
been conducted within this approach with the aim to produce a signif-
icant improvement in the classification performance when the system
is trained with a reduced set of crisp labels, extended with a large num-
ber of fuzzy automatically generated labels. The baseline in this exper-
iment has been lowered to resemble a situation with small amounts of
data available. This baseline provides an average accuracy of 73% for
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Second principal component

Figure 4.4: All three figures correspond to the first two principal components
of the mfcc feature set, obtained from a female speaker in the
WaSeP corpus. Top figure: Reference points, annotated by an
expert (50 per class). Center figure: The plot corresponds to
the real labels of the test set. Bottom figure: Representation of
the classes with a highest degree of membership, according to
the labels automatically generated by use of the k-NN algorithm
with a parameter value k = 5. Under the assumption of perfect
automatic labeling, the center and bottom figures should look
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Figure 4.5: Representation
bels generated

-100 -50 0 50
First principal component

of correct (green) and incorrect (red) fuzzy la-
by k-NN with £ = 5 and using as a reference

set 50 samples per class. Top figure shows the correct labels,
considering only the class with a highest membership. Figure
in the center uses not only the first, but also the second highest
membership degree class to compare with the real label. Bottom
figure considers also the third highest membership.
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Figure 4.6: Average accuracy obtained for different values of the discrimi-
nation parameter p. Confusion matrices are shown for values of
p equal to 0.1 and 0.8 as well as the baseline, represented in the
graphasp = 1.

Table 4.5: Confusion matrix of the gender-independent semi-supervised
learning experiments conducted with the WaSeP dataset, for a
distrimination parameter p = 0.1. Average accuracy = 68%.

F D H N S A
Fear b8 05 .14 04 .08 .12
Disgust 05 .71 04 .02 .09 .08
Happiness .16 .13 .34 .17 .12 .09

Neutral 04 06 .13 .74 .02 .01
Sadness 01 02 .01 .01 .95 .00
Anger 04 09 02 .06 .02 .76

the gender-independent case with the WaSeP corpus. A sweep anal-
ysis over the parameter p shows that the maximum is found at p = 0.8,
achieving also an average of 73%. Graphical representation of this
analysis is shown in Figure 4.6. Gender-independent results obtained
with this approach are shown in Tables 4.5, 4.6 and 4.7 for values of
the discrimination parameter p equal to 0.1, 0.8 and 1 respectively.

Another experiment has been carried out to check the effect of the
discrimination parameter p over the performance when the k-NN la-
bels are generated with a large reference set. Training of the SVMs
is then conducted with the k-NN labels together with a very reduced
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Table 4.6: Confusion matrix of the gender-independent semi-supervised
learning experiments conducted with the WaSeP dataset, for a
distrimination parameter p = 0.8. Average accuracy = 73%.

F D H N S A
Fear 65 02 .15 .06 .07 .05
Disgust 05 .77 05 .01 .05 .06
Happiness .12 .10 .50 .17 .07 .04

Neutral 02 07 a7 .73 .01 .00
Sadness 03 02 .03 .02 .91 .00
Anger 03 09 .03 .04 .01 .80

Table 4.7: Confusion matrix of the gender-independent semi-supervised
learning experiments conducted with the WaSeP dataset, for a dis-
trimination parameter p = 1 which corresponds to the new base-
line since no k-NN labels are considered as they cannot have a
confidence higher than 1. Average accuracy = 73%.

F D H N S A
Fear 63 04 .18 04 06 .05
Disgust 05 .77 08 .01 .05 .05
Happiness .10 .08 .50 .16 .07 .08

Neutral 02 06 .14 .74 01 .01
Sadness 03 02 02 .02 92 .00
Anger 06 07 04 04 .00 .79

part of the reference set. The way in which the sets are utilised is
described in Figure 4.7.

With this approach it is possible to observe the effect of the discrimi-
native parameter p over the system accuracy, as shown in Figure 4.8.

Not only this, it is also observed that an increase of 10% in accuracy
can be achieved by extending the reduced training set with automat-
ically generated labels. This proves that the automatic labels can be
used to train the system, but the amount of error introduced should
be kept as low as possible.

4.2.2 Active Learning

These experiments are designed with the intention of evaluating how
the system performs when the training data is selected by the sys-
tem itself. The flow chart of the the system is the represented in
Figure 3.25. In the iterative training and evaluation process, each it-
eration represents an increase of 10 samples in the training set. For
evaluation of the results obtained in this section, Figure 4.9 has been
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Figure 4.7: Evolution of the training sets over time for validation of the pro-
posed confidence measure. k-NN labels are automatically gener-
ated from an extended reference set to reduce the error in them.
To train the SVMs, not all the reference set is used, but only a
small fraction of it, together with the artificially labeled samples
of confidence higher than the discrimination parameter p.

generated. This figure shows the average accuracy of the trained sys-
tem for each step of the iterative process in the gender independent
experiments. Tables 4.8, 4.9 and 4.10 show the confusion matrices
of the active learning experiment after the last iteration (with all the
available training data used). Average accuracy in this case, 88% for
the gender-independent case, is higher than the 84% obtained in Sec-
tion 4.1 due to a larger training set utilized for a better representation
of the effect produced by the active learning. It can be observed that
an 80% accuracy level is reached with only 40 iterations. This means
that by using only one third of the training data used in previous ex-
periments, a similar level of accuracy is achieved. Further, it should
be noted that after only a few iterations some sort of saturation point
is reached, that comprises only a small portion of the available data
for training.
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Figure 4.8: Classification accuracy for different values of p using k-NN labels
generated with a large reference set. The reference set was later
reduced and only a 10% of it was used to train the SVMs together
with the new labels.

Table 4.8: Confusion matrix of the male active learning experiments con-
ducted with the WaSeP dataset. Average accuracy = 90%.

F D H N S A
Fear 85 01 .12 00 .00 .02
Disgust 00 .92 .07 .00 .00 .01
Happiness .09 .02 .80 .06 .00 .03

Neutral 00 00 .06 .93 .00 .00
Sadness 00 .00 .01 .00 .99 .00
Anger 01 02 .03 .01 .00 .93

Table 4.9: Confusion matrix of the female active learning experiments con-
ducted with the WaSeP dataset. Average accuracy = 85%.

F D H N S A
Fear 72 04 .17 01 .01 .05
Disgust 02 .86 .06 .01 .01 .04
Happiness .02 02 .82 .10 .02 .02
Neutral 01 00 .12 .85 .02 .00
Sadness 01 00 .02 .03 .94 .00
Anger 01 03 .02 .01 .00 .93
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Table 4.10: Confusion matrix of the gender-independent active learning ex-
periments conducted with the WaSeP dataset. Average accu-

racy = 88%.
F D H N S A

Fear .83 01 .11 .01 .01 .02
Disgust 01 .89 .05 .01 .02 .03
Happiness .05 .02 .79 .10 .02 .02
Neutral 01 .00 .10 .88 .00 .01
Sadness 01 .00 .02 .01 .97 .00
Anger 01 02 .02 .01 .00 .93

Average accuracy

0.5
0 100 200 300

Iterations

Figure 4.9: Active learning accuracy over iterations, for the gender-
independent case conducted with the WaSeP dataset. Each iter-
ation represents 10 new labels used for training.
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4.3 Discussion

The confusion matrices in Section 4.1 provide a good basis for the
comparison of human and machine capabilities and errors. A first
glance at them shows that human and machine performances are
quite similar on an overall scale. With the WaSeP dataset, the 84%
accuracy rate obtained is exactly the same as that from humans in
average. In the case of EmoDB, a 77% accuracy rate performed by
automatic recognition compares to the 84.7% achieved by humans.
The average scores for both datasets are very similar, however, there
are a few patterns that seem to diverge quite strongly. First of all,
with respect to the WaSeP dataset (compare tables 2.1 and 4.3) a
lot of human perception errors are due to votes for the class neutral,
which leads to the assumption that humans tend to vote for a class
that does not provide clear evidence for the intended emotion. The
machine does not vote for neutral that frequently, partly of course
due to the fact that the word neutral does not bear any meaning to
it.

Further, it is seen that happiness is badly recognized in both auto-
matic classification experiments. For the human perception tests this
does not hold. Even though, there are evidences in the literature that
happiness is often difficult to recognize as reported in Scherer et al.
(2001), where it only reached an accuracy of 48%. In Wendt (2007)
it is also reported that the recognition performance of humans with
respect to the male recordings of happiness is at 66%, with the main
confusions towards neutral speech, which is confirmed by the auto-
matic classification in Table 4.3.

Anger is in both human perception experiments the best recognized
emotion, whereas the automatic classification does not reach such
high levels of accuracy. The classifier on the other hand reaches
great recognition performances for the sad expressions, which hu-
mans seem to confuse quite frequently for both datasets. In Wendt
(2007) once more a gender difference is reported: the female sad
expressions are only recognized at an accuracy of 65% and again
mostly confused with neutral.

With the lowest human accuracy in the WaSeP experiments, there
is disgust, which is in accordance to Van Bezooyen (1984); Scherer
et al. (1991). It is also among the worst in EmoDB, only second to
happiness. This effect was initially present in our experiments with
the standard features. The design of a new feature set, as explained
in Section 3.1.7, with a high accuracy for disgust permits an improve-
ment on the fusion rates of about 20%.

[t must be noticed also in Figures 4.2 and 4.3 that the accuracy ob-
tained with the fusion of the features outperforms any of them in-
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dividually. This proves that the proposed fusion technique produces
good results despite being a very simple approach.

As for the semi-supervised experiments with the data labelled by the
k-NN algorithm, analysis of the obtained results (see Figure 4.6) shows
that the use of unlabelled data in the training process does not im-
prove the baseline. The baseline in this experiment has been lowered
to resemble a situation with small amounts of data available (i.e. only
20 samples per category). This baseline provides an average accu-
racy of 73% for the gender-independent case. As already commented
in section 4.2.1, a sweep simulation over different values of p was
conducted, finding its maximum at p = 0.8. This, however, does not
represent an improvement with respect to the baseline. Given the
large amount of automatically generated labels used in the training, it
is wise to think that the style in which the experiments were designed
was not optimal. There might be different reasons for this, like a bad
selection of the confidence measure or the excessive amount of er-
ror present in the self-labelled samples. Assuming that the chosen
confidence measure is correct, better results are to be expected if
the artificial labels are more accurately generated. To prove this as-
sumption, a second experiment has been conducted where the aim
was to reduce the error artificially put into the k-NN labels. The set of
labelled data used for training the SVMs is now reduced in order to
be able to measure the accuracy with most of the training data ob-
tained by the k-NN process. As seen in Figure 4.8, if a small amount of
error is introduced artificially, good performance improvements can
be achieved. It makes sense to believe that with an automatically la-
belling algorithm that inserts less error than k-NN it may be possible to
use semi-supervised learning with good accuracy results. The utilised
confidence measure proved to give good results when the artificial
labels contain more correct information.

In opposition to the poor results encountered with the semi-
supervised approach, active learning proved to be a very good ap-
proach for reducing the amount of labelled data required. It can be
seen that after approximately 60 iterations (100 training samples per
class) the accuracy already reaches a similar level of performance to
that of the supervised learning approach, using twice as much data.
This means a large reduction of the required amount of labelled data,
proving that the approach works and produces good results. In Figure
4.9 it is observed that after a certain iteration (around the 100-th), the
addition of new labelled data does not lead to an accuracy increase.
We can, therefore, affirm that the active learning works well and can
significantly reduce the required amount of data without penalising
the obtained results.
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The obtained results are comparable to the reference studies cited in
this work, outperforming most previously proposed solutions for the
problem of automatic emotion classification.



Summary and Conclusions

5.1 Summary

This study presents a new approach for the task of automatic emo-
tion classification based on speech data. A combination of standard
sets of features were described and a new feature set was developed
to better resemble the human performance. A feature alignment pro-
cess based on HMM likelihood was also introduced in the work, which
represents a novelty for emotion classification. With this technique,
feature sequences of different lengths can be encoded into vectors
of fixed dimensions, allowing comparison among them. Futher, this
will also allow the comparison of static and dynamic features. Multi-
classifier multi-class SVMs were trained in a supervised style and used
for evaluation of accuracy. Comparison of the obtained results with
the human perception tests were conducted showing that similar ac-
curacies can be achieved presenting also similar cross-class confu-
sions. This fact proves that the proposed combination of features is
capable of representing the human perception capabilities well.

There are also contributions in the field of partially supervised learn-
ing, where semi-supervised and active learning techniques have been
subject to study within the classification scheme in this work. A confi-
dence meassure was proposed for both cases, representing the level
of correction in the first case and the distance to the decision bound-
aries in the latter. For semi-supervised experiments, it is interesting
to know the amount of error introduced, being important in this case
the samples with a highest confidence. On the other hand, for active
learning, the confidence measure is used to find the most informative
samples, represented by a low confidence value. The confidence mea-
sure definition was a key factor since the partially supervised experi-
ments require such a parameter to emit decisions on what to do with
each particular available sample. In the semi-supervised experiments,
results proved that for very reduced reference sets k-NN introduces
too much error causing the system to decrease its accuracy. Nev-
ertheless, a second experiment with reduced k-NN error proved that
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the system accuracy can be increased with artificial labels. For this
purpose, a procedure better than k-NN must be found, in order to re-
duce the error introduced artificially. On the contrary, active learning
provided great results and places itself as a very good option to cut
down the cost of labeling by reducing the amount of data required in
training steps. The proposed confidence measure ensures a contin-
uous increase in the system accuracy, starting from a very reduced
labeled set and asking the expert to label only the least confident
samples on every iteration.

In general, good results have been achieved, outperforming previous
studies on emotion classification and also regarding partially super-
vised learning. Nevertheless, there are still open issues that may allow
improvements in different aspects of the proposed approach.

5.2 Open Issues and Future Work

As already explained in Chapter 2, the datasets utilised for this work
are standard datasets extensively used in the literature. However,
they both have the drawback of being characterised only by acted
emotions, which adds a non realistic component to our experiments.
Development of a real-situation emotional dataset would be desirable
in order to more accurately represent affective behaviour.

During the study of the different standard feature sets commonly
utilised for speech recognition and other tasks based on speech data,
it was observed that all of them are based on the signal energy. Some
on energy distribution over different frames and others on the energy
distribution within a single frame. This, however, implies that quite a
lot of information is being discarded, since the representation of a sig-
nal in the Fourier domain does not only hold energy, but also phase
properties. Tests have been conducted where the Fourier transfor-
mation of a speech signal has been modified to contain either only
energy or only phase information. Results showed that the recon-
struction obtained only with energy information is incomprehensible,
while phase-based reconstruction proves to be understandable by the
human ear (Hayes et al., 1980). Given these results, it might be inter-
esting in future work the development of new feature sets that hold
information of both phase and energy in a combined style.

As a fusion, a simple multiplication and normalisation of the outputs
provided by different classifiers was considered, providing improve-
ments with respect to all the feature separatedly. Nevertheless, there
may be more complex approaches that can achieve better accuracies
considering the characteristics of each feature set individually. For
example, MFCC features perform very well in general (see Figures
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4.2 and 4.3) but energy not so well. Therefore, these conclusions
could be used to define different ways of weighting each classifier's
output.

The confidence meassure proposed in Section 3.6.1 proved to give
good results while its computation is straight forward. Nevertheless,
more robust measures could probably be implemented considering
the results shown in 4.5. Since the labels that our system utilises are
fuzzy, it would make sense to consider not only the class with highest
member of degree, but the combination with other classes, too.

Regarding the semi-supervised approach studied in this thesis, it was
concluded that k-NN alone does not produce confident enough labels
when the reference set is very small. To solve this problem, it might
be possible to use co-training techniques, where an iterative coop-
eration among the k-NN process and the SVMs can be defined and
used to improve the automatically generated labels. Also, it should
be possible to find different algorithms that could perform better in
this particular problem like Naive Bayes (NB), Fuzzy Assignmemt Pro-
cedure for Nominal Sorting (PROAFTN for its acronym in French) or
even another early stage of SVMs trained with the reference set.
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