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A B S T R A C T

Nowadays, with the development of international policies and agreements to promote the integration of
renewable energy sources, mainly solar and wind, modeling the solar resource by including the spatio-temporal
variability is crucial to determine future PV power plant locations and estimate potential power generation
performances. However, contributions involving long-term periods and different time windows to explore such
potential solar resource variability are generally scarce. Under this framework, the present paper proposes a
methodology focused on characterizing and clustering the spatio-temporal solar resource variability through
the global horizontal irradiance analysis. Hierarchical clustering technique is firstly used to classify the spatial
data. Different time windows — from short-term to long-term data — can be subsequently evaluated by using
various sources of information. The Spanish territory is selected as case study, considering 22-year period data
(1999–2020) and 1,936,917 observations from online satellite database. Spatial variability and geographical
clustering differences are discussed and compared depending on the selected time windows, identifying relevant
spatial variations for some specific months. Additionally, some years present more variability as well, in line
with the sunspot peak of the solar cycles. The proposed approach gives an alternative comprehensive spatio-
temporal clustering and characterization of GHI evolution, providing a suitable methodology to help the current
European sustainable energy transition.
1. Introduction

The exponential increase in the installation of renewable energy
power plants around the world will make it possible to generate a
high percentage of electricity demand in the coming years. An energy
dependence on renewable sources has the weakness of resource fluc-
tuations, which can vary both spatially and temporally. Among the
different renewables, the estimation and stability of photovoltaic (PV)
power generation is subject to such variability. It is then necessary
to know in detail the potential solar irradiation variations for the
design and efficient operation of a storage system or, for example, the
upcoming generation of green-hydrogen through solar energy. Actu-
ally, alternative solutions based on storing surpluses for future power
demand [1], or the accumulation of excess energy in green-hydrogen
and subsequently to distribute them require a detailed knowledge of
the variability of this renewable potential on both spatial and temporal
scale. Therefore, long-term variability analysis of the solar resource is
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crucial for an optimal development of the corresponding conversion
systems [2]. In addition, it is pointed out that the spatio-temporal
variability of solar energy is important in various areas related to
human life.

With regard to solar energy analysis, the spatio-temporal variability
modeling and forecasting has a particular importance [3]. Short-term
stochastic variation conducted by cloud motion were analyzed in many
studies [4–6]. In a similar way, there are natural events that mod-
ify irradiance values for long-term variability: volcanic eruptions that
reduce annual averages [7,8], water vapor, weather patterns such as
El Niño or La Niña, wildfires or aerosols which are also included as
a cause of variations in radiation trends [9,10] in addition to human
activity. Long-term spatio-temporal variability was studied in the last
decade [2,11], concluding that solar irradiance was influenced by
dimming and brightening trends [9,12,13]. In addition, a variability
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is also induced by the solar irradiance due to the sun cycles [2,14–
17]. Solar radiation fluctuations depend on the number of sunspots,
which vary in a cyclic pattern from minimum to maximum roughly
every 11.2 years [14]. This fact is due to the sun’s magnetic field
flips on average every 11 years. The sun goes back to its original
state every two solar cycles, after flipping its poles twice. When solar
activity decreases due to the number of sunspots, the rate of cloud
cover increases considerably, causing a solar radiation decreasing on
the earth’s surface [18]. Understanding and forecasting the behavior of
solar cycles remains as unknown. It is important, however, to know the
potential and availability if the solar resource is to be used efficiently
and to choose locations optimally [18].

In this paper, a spatio-temporal variability of solar irradiance is
analyzed and a dynamic clustering model of the global horizontal
irradiance (GHI) is proposed and evaluated. Indeed, and according
to the specific literature previously discussed, most of contributions
present a static clustering modeling for GHI values, neglecting potential
spatio-temporal variations of GHI data and, consequently, clustering
pattern evolution. Regions with similar solar potential are thus uni-
fied, excluding any possible GHI temporal variability. To overcome
this drawback, three-stage method based on clustering algorithms are
applied and evaluated. Each stage of this study is analyzed in different
time windows. The first stage performs a hierarchical cluster analysis of
the GHI data of the whole studied area. The second stage estimates the
number of optimized clusters based on a threshold irradiance values
which limit possible differences among the different clusters. Finally,
in the third stage, temporal variation of solar irradiation values are
analyzed and evaluated. In this case, monthly clusters are compared to
annual average clusters to detect variations among the different clusters
along the subsequent months. All this work was developed including
most of the 23rd solar cycle, the total 24th solar cycle and partial 25th
solar cycle. The Spanish territory is then considered as a case study
area, where there is an important difference in latitude and longitude if
the Canary Islands are included as well. Moreover, it is a territory where
the solar resource has relevant values, as well as a diverse territory from
an orographic point of view. Pérez-Burgos et al. [19] considered useful
for future solar energy applications the representative of an annual
solar radiation behavior; being July the month with direct radiation
maximum values for all locations — 750 W/m2 at noon for inner sites
and some lower values for coast zones. Indeed, solar irradiation in
Spain has been a subject of interest in other works, focused on studying
the spatial variation of solar radiation [20], and inter-annual vari-
ability [21–23]. The spatio-temporal variability of renewables in the
Iberian Peninsula was also analyzed by Gutiérrez et al. [24], estimating
the potential power generation from solar irradiation and PV energy
yield. Rodríguez-Benítez et al. [25] evaluated the intra-day variability
of solar resource, their associated weather patterns and their impact on
solar production. Nevertheless, all contributions propose mapping solar
radiation solutions with averaged GHI values that can address some
uncertainties to provide an accurate solar resource assessment [26–28].

The rest of the paper is structured as follows: Section 2 describes the
proposed methodology; Section 3 presents the case study; results and
discussion are given in Section 4 and, finally, conclusions are given in
Section 5.

2. Methodology

The aim of this paper is to propose and assess a spatio-temporal
characterization of solar resource variability in a certain area. To
overcome previous contributions and give a significant relevance to
the temporal GHI variations, potential relations among specific areas
and their GHI values are determined and analyzed through clustering
algorithm techniques. The proposed methodology is schematized in
Fig. 1 and each stage is following described in detail.
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2.1. Data gathering

Both geographical information of latitude and longitude as well
as GHI values of the selected area are gathered and structured in a
database. The frequency of observations should be at least daily, and
a large number of records should be available to analyze properly the
spatio-temporal variability. Meteorological data can be collected from
on-the-ground weather stations or online satellite data, which can be
downloaded in a variety of sources and formats. A previous satellite-
based and ground-measured GHI comparison was carried out by the
authors and it can be found in [29]. Nevertheless, and in order to
organize and manipulate temporal data, it is necessary to consider a set
of tidy data principles which are able to be extended to temporal data
as was previously described by other researchers [30]. The proposed
methodology can be carried out by using such GHI values or the
corresponding normalized GHI values; being k𝑡 = GHI/GHI𝑐𝑠, where
GHI𝑐𝑠 is a clear-sky model.

2.2. Data preparation and filtering

In general, a data-set preparation and filtering is required to create
a tidy data frame. Raw data commonly contain irrelevant information
and/or outliers that can distort the entire analysis. To avoid this
situation, tidy data gives data in a nice format, with no inconsisten-
cies or other issues. The principles of tidy data was enumerated by
Wickham [31], and widely applied to different data structures [32].
In summary, data processing needs to transform raw data until they
become understandable knowledge [33]. In this case, this conversion
operation process is carried out as follows:

Missing values. A preliminary filtering process to avoid locations and
areas with a high number of missing values is applied. Choosing the
right technique to handle the missing values is a choice that depends on
the problem domain, the data’s domain and the goal of the study [34].
In this case, all locations with more than 1% of missing data in the
analyzed period are not considered for subsequent analysis. Consider-
ing a higher percentage of missing data would not be a problem for
a long-term analysis of the whole period, but when selecting seasonal
time windows, it could mean a relevant loss of observations.

Moving averages. Daily averaged differences among the monthly mean
values are commonly found in GHI time-series due to weather fluctu-
ations and oscillations [35]. These observations deviated from average
values can be outliers and address abnormal conclusions. To avoid
this undesired influence on the results, a smoothing–filtering process
are applied on the GHI time series. In this case, the Weight Moving
Averages (WMA) is selected for smoothing technique purposes, see
Eq. (1). It is commonly used with time series data to smooth the
noisy data by avoiding short-term fluctuations and highlight long-term
trends [36].

𝑌𝑡 =

𝑁
∑

𝑖=1
𝑊𝑖 ⋅𝑋𝑡−𝑖+1

𝑁
∑

𝑖=1
𝑊𝑖

, (1)

where the weights 𝑊𝑖 correspond to values 1 or 0, depending on data
is or not available at 𝑡−𝑖+1, respectively. The smoothed time series (𝑌𝑡)
s obtained from the original time series (𝑋𝑡), which is mean-weighted
𝑊𝑖) depending on the window size (𝑁). This window size (𝑁) is then
efined as the number of points averaged at each time instant (𝑡). Note
hat the larger the window size is, the smoother the curve [37]; while
maller window sizes produce noisier smoothed outputs. The missing

alues of the data-set are also filled by using this technique.
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Fig. 1. Proposed methodology. General scheme.
2.3. Dynamic clustering algorithm

Clustering techniques allow us to simplify the spatial analysis and
characterize the data through a set of groups and their corresponding
most likely patterns [38]. Therefore, a dynamic clustering approach
based on the spatio-temporal GHI evolution is proposed to characterize
and evaluate the solar irradiance resource.

Firstly, the goal is to characterize the global studied area by di-
viding into a certain number of spatial groups with similar GHI data.
Hierarchical clustering technique [39] is selected to gather all spatial
data into such selected number of groups. In hierarchical clustering
solutions, clusters are identified by dividing the patterns according to
two possible iterative ways: (i) top-down or (ii) bottom-up process [40].
The top-down process is also known as divisive hierarchical clustering.
All data are initially included in a general group, which is breaks up
into smaller clusters until such clusters fulfill certain conditions or until
346
each object constitutes a cluster on its own. The bottom-up process,
named as agglomerative hierarchical clustering [41], starts with atomic
single objects which are sequentially merged into larger and larger
groups until all single objects are finally included in a single cluster or
certain conditions are fulfilled. The primary goal of a clustering analysis
is then to minimize the variability on objects belonging to the same
group, while maximizing the differences among objects in different
clusters. The similarity or difference in the observations is defined by a
distance function. The squared Euclidean distance is used in this work,
defined between two points, 𝑝 = (𝑥𝑝1,… , 𝑥𝑝𝑚)′ and 𝑞 = (𝑥𝑞1,… , 𝑥𝑞𝑚)′,
in an 𝑚-dimensional space as follows:

𝑑𝑒(𝑝, 𝑞) =

√

√

√

√

𝑚
∑

𝑘=1
(𝑥𝑝𝑘 − 𝑥𝑞𝑘)2 , (2)

where 𝑋1, 𝑋2,… , 𝑋𝑚 denote the observed variables and 𝑥𝑝𝑘 is the value
for the 𝑘th variable for the 𝑝th individual. The methods applied to
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quantify the similarity between pairs of clusters in this work are the
following [42]:

• Complete or maximum: The largest distance between a point
in the first cluster and another point in the second cluster is
determined.

• Single or minimum: The smallest distance between a point in the
first cluster and another point in the second cluster is determined.

• Average: The averaged distances among the points of a cluster
and the points of another cluster is determined.

• Ward: In each iteration, the pair of clusters whose merger leads
to the smallest increase in the total intra-cluster variance is
identified.

oth divisive and agglomerative hierarchical clustering techniques use
binary tree-based data structure called the ‘dendrogram’. From this

endrogram, it is possible to deduce — and automatically choose — the
uitable number of clusters by splitting the tree at different levels [43].
ifferent clustering solutions are then provided for the same data-set,
voiding executing the clustering algorithm again. In this paper, hier-
rchical clustering is aimed to detect and identify automatically groups
f areas with similar levels of solar irradiance, while extracting the
veraged GHI value of such areas. Initial clusters are then determined
nd geographic areas with similar GHI values are classified according to
he selected time window. These time windows can include an analysis
ith all data. Therefore, annual, seasonal or monthly time windows
epend on the data filtering that is executed prior to running the
lustering algorithm.

From these initial clusters and their corresponding averaged GHI
atterns of each clusters, the following step is to optimize the number of
lusters. This process aims to remove some redundant and/or duplicity
lusters. The criteria focus on minimizing averaged GHI values between
cluster and the corresponding near clusters to estimate how different

he cluster is with respect to such clusters. The results corresponding to
hese optimization criteria are a certain number of predefined clusters
nd their averaged GHI values. An iterative regrouping process is
roposed: (i) Clusters are ranked in decreasing order according to their
veraged GHI values; (ii) these averaged GHI values are compared
mong them to detect some similarities; (iii) if the difference between
wo clusters exceeds the optimization criteria, the clusters will remain
n two different groups; (iv) if the difference between two clusters is
ess than the optimization criteria, both clusters are unified, becoming
single equivalent cluster with a new averaged GHI value. The process

s iterated until there are no more pairs of clusters to compare between
hem.

The spatio-temporal variability can be studied as a function of the
ime window, whether annual, seasonal, monthly, by solar cycle, etc. In
he same way, differences between periods can be analyzed, since the
umber of optimal groups can be different among them, providing sim-
lar or differentiated periods. Finally, the final step aims to determine
he variability between the monthly (or seasonal) averaged irradiance
ersus the annual corresponding averaged value. For this purpose,
third algorithm is proposed to evaluate and represent graphically

ifferences among the annual averaged value and the corresponding
veraged values of each month. This algorithm includes the following
teps: (i) For each selected location, a single annual averaged value
f total irradiance is calculated from all available data; (ii) all data
egarding temporal information are filtered by month (or season) and
he corresponding monthly (or seasonal) irradiance averaged value are
hen calculated for each location; (iii) the percentage variation between
he monthly (or seasonal) and the annual mean value is calculated for
ach location; and (iv) a hierarchical clustering algorithm is run to
ather the locations with similar variability with respect to the annual
veraged values. The process is iterated from (ii) to (iv) for each month
or season) accordingly.
347
3. Case study

As a case study, the proposed methodology is applied to analyze
the long-term spatio-temporal GHI characterization on the Spanish
territory. Spain is selected by considering that it is a territory with
significant solar resource as well as orographic diversity. In addition,
a wide range of difference between latitude and longitude is included
when considering the Canary Islands as well. Two databases were
considered according to the information from the case study, in order
to contrast which of them is more reliable. The first data-set is the
collection of GHI data with daily frequency for 16 years (2004–2019)
from on-ground meteorological stations of the Spanish territory. Data
were downloaded from a total of 135 stations through the Spanish SIAR
platform supported by the Spanish Ministry of Agriculture [44]. The
second data-set gathers daily averaged GHI values for 22 years (1999–
2020) from 241 locations within the Spanish territory. In general,
it is considered that a minimum period of 10–15 years of records
should be selected to analyze the temporal variability of the solar
resource [2]. These data were obtained from the NASA Langley Re-
search Center (LaRC) POWER Project funded through the NASA Earth
Science/Applied Science Program [45]. This solar data is based upon
satellite observations from which surface isolation values are inferred.

Both databases have different locations and sample times. All data
corresponding to both databases were downloaded in csv format,
with one file per location. In both cases, the variables required for
the study are the following: longitude, latitude, date of observation
(day, month and year) and the mean GHI value observed for each day.
Table 1 summarizes the contents of both databases. In addition, it is
required to download the number of sunspots in the period of study.
Monthly smoothed total sunspot numbers are provided from the World
Data Center SILSO, Royal Observatory of Belgium, Brussels [46]. In
total, 761,059 records corresponding to 135 on-ground meteorological
stations and 1,936,917 observations corresponding to 241 locations
measured by satellite have been managed in this study. The meteoro-
logical stations available to collect data do not cover the whole territory
of the case study. In addition, not all on-ground stations had 22-year
data available to the users. Therefore, our contribution is focused on
satellite online data and, thus, on-ground station data are not included
due to such stations do not cover homogeneously the case study region
and, moreover, they present relevant time series of missed data. With
regard to the satellite online data downloaded from the Canary and
Balearic Islands, they are included to emphasize the magnitude of
the possible temporal variations obtained. The Canary Islands, whose
latitude and longitude differ considerably from the rest of the locations
studied, would belong to a different cluster than the peninsular points.
However, the graphical results are focused on the Iberian peninsula to
facilitate the visualization of the graphic scales. The locations evaluated
and the locations presented in this paper are showed in Fig. 2. Fig. 3
shows examples of GHI time series for a location in the north of the
Spanish peninsula from the satellite data. Fig. 4 depicts GHI data for
another location in the south. The blue time series represents GHI, the
red curve represents the 7-day weight moving average; and the green
time series represents the 30-day weight moving average. GHI time
series are smoothed by the Weight Moving Averages (WMA). Regarding
the use of the normalized GHI values (k𝑡 = GHI/GHI𝑐𝑠, where GHI𝑐𝑠
s a clear-sky model), the number of missing data by considering the
otal of 1,936,917 observations in 241 locations was 673,232 (34.76%);
onsidering as ’missing data’ such values that the corresponding model
ata cannot be computed or out of model availability ranges. Therefore,
e assumed that GHI𝑐𝑠 provided a relevant amount of missing data

to be included k𝑡 in this analysis and, at the same time, to ensure a
remarkable quality from the results. The dynamic clustering analysis
was then determined by using the GHI values of the online satellite data
provided by the POWER NASA as summarized in Table 1 and Fig. 2.
Nevertheless, a long-term analysis was determined by using k𝑡. With

this aim, both GHI and GHIcs variables were smoothed by using WMA 7
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Fig. 2. Locations evaluated (left) vs locations presented (right) with online satellite data.
Fig. 3. Examples of GHI (kWh/m2d) time series (blue curve), 7-days WMA (red curve) and 30-days WMA (green curve) in the location (43.23831, −8.15609) from online satellite
data.
Table 1
Dataset summary: on-ground vs. online satellite data comparison.

Database SIAR [44] POWER NASA [45]

Number of locations 135 241
Frequency Daily Daily
Period 2004–2019 1999–2020
Number of records 761,059 1,936,917

days — 𝑁 = 7 in Eq. (1). A hierarchical clustering was performed using
Ward’s method to normalized GHI (k𝑡 = GHI/GHI𝑐𝑠). The clustering
algorithm classified a total of 1,263,685 observations, during the period
1999–2020 for 241 locations. The mean k𝑡 of each pool was calculated
accordingly, as well as their mean GHI values. From the corresponding
clustering results, they did not provide significant differences in com-
parison to the clusters given by the methodology considering the GHI
mean values.
348
4. Results and discussion

4.1. Database and tidy data process

From the raw data obtained by the on-ground meteorological sta-
tions, a relevant weakness of such data is observed after downloading
for the long-term spatio-temporal evaluation of the GHI variation.
Spatially-wise, the selected locations for the meteorological station
database were subject to the geographical positions of these stations,
not covering homogeneously the whole studied area. However, the
points chosen for the online satellite database were uniformly dis-
tributed over the peninsular and insular territory. Temporally-wise,
not all meteorological stations have data for 22 years, reducing the
downloaded data up to 16 years. Consequently, both databases are
related to the duration of one or two solar cycles, respectively.

After a preliminary checking of GHI data, a total of 5.63% of
missing data are determined for the 135 analyzed on-ground stations.
Subsequently, by applying the criterion that stations with a missing
data higher than 1% are not included, only 96 on-ground stations



Renewable Energy 200 (2022) 344–359P. Maldonado-Salguero et al.
Fig. 4. Examples of GHI (kWh/m2d) time series (blue curve), 7-days WMA (red curve) and 30-days WMA (green curve) in the location (36.93081,−2.5008) from online satellite
data.
remain available. For the online satellite database, the missing data
represent less than 1% of the total data in all points. Consequently, all
the locations for online satellite database initially selected are able to be
included in this analysis. Due to the reliability of the satellite data, the
GHI time series curves are smoothed by the Weight Moving Averages
(WMA) using a 7-day window size. Therefore, the on-ground meteo-
rological stations databases are discarded due to their high value of
missing data and low territorial definition. These databases strongly de-
pend on the geographical location of the stations, as was also affirmed
by Gutierrez et al. [24].

4.2. Dynamic clustering algorithm for spatio-temporal GHI variability as-
sessment

After the tidy data process, a dynamic clustering algorithm is then
applied to estimate the most likely GHI patterns and their temporal
evolution and modifications. The aim of this process is thus to analyze
and characterize the long-term spatio-temporal variability of GHI by
using different time windows: (i) Global evaluation: the input is all
the daily observations for the 22 years, and a single ‘static’ map is
provided as output — in line with most of previous contributions as
was discussed in Section 1; (ii) Monthly global evaluation: the input
to the algorithm are the observations for the 22 years divided into
each month. The output is then 12 maps corresponding to each specific
month; and (iii) Monthly evaluation: the input to the algorithm is, in
this case, the monthly observations corresponding to for each month,
being the output 264 maps with dynamic GHI characterization.

Firstly, a hierarchical cluster is selected to obtain the initial clas-
sification of the zones with similar GHI values. Initially, all the data
downloaded for the period 1999–2020 are used to obtain the global
map shown in Fig. 5. Note that using all values for 22 years and
choosing 6 hierarchies, the hierarchical cluster algorithm classifies
uniformly the selected case study area by means of 5 peninsular groups
and 1 group belongs exclusively to the Canary Islands. A long-term
difference between latitude and longitude and GHI mean cluster values
is concluded. The averaged estimated values for each cluster are sum-
marized in Table 2. This ‘static’ characterization is avoided by reducing
the time window and applying the hierarchical cluster algorithm on
349
Table 2
Global hierarchical cluster. Averaged GHI cluster values (1999–2020 period).

Cluster Color Averaged GHI cluster (kWh/m2d)

1-Cantabric Dark green 3.706
2-North Light green 4.060
3-Center Yellow 4.470
4-South East Orange 4.648
5-South West Red 4.920
6-Canary Islands Out of map 5.599

each defined time interval. Subsequently, monthly time periods are
selected to analyze in detail the seasonal variability. In this case, the
following points can be affirmed: (i) The clusters change drastically
according to the month and year, losing the uniformity showed in
the clusters of Fig. 5; consequently (ii) clusters shared between the
peninsula and the Canary Islands in several months, locations in the
south that are grouped with those in the north are detected; (iii) some
months present significant similarity among most of the points of the
peninsula, not being necessary the six groups defined above as they
were redundant. Due to this detected variability, it is then proposed to
carry out a dynamic hierarchical clustering process in order to analyze
the spatio-temporal variability in a more detailed framework. This
process is suitable to be performed with a large number of data and
thus, to model the spatial GHI variation, as affirmed in [24].

From the previous results, it can be observed that depending on
the selected time window, the clustering groups changed spatially as
a function of this specific time window. In addition, the number of
clusters do not provide a suitable and reliable characterization. By
improving the previous approach, different clustering criteria are tested
and their results are subsequently compared. The defined criteria are
the following:

• Criteria A: Minimum GHI difference between consecutive clusters
0.50 kWh/m2d.

• Criteria B: Minimum GHI difference between consecutive clusters
0.35 kWh/m2d.

• Criteria C: Minimum GHI difference between consecutive clusters
0.25 kWh/m2d.
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Fig. 5. Global hierarchical cluster.
Table 3
Optimization criteria results. Averaged GHI values for the clusters (kWh/m2d). Period 1999–2020.
Criteria Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

Criteria A (0.50) 3.955 4.671 5.599
Criteria B (0.35) 3.706 4.060 4.671 5.599
Criteria C (0.25) 3.706 4.060 4.565 4.920 5.599
Criteria D (0.15) 3.706 4.060 4.470 4.648 4.920 5.599
• Criteria D: Minimum GHI difference between consecutive clusters
0.15 kWh/m2d.

Table 3 summarizes the results obtained by applying such criteria in
the entire 1999–2020 period. Note that the higher the optimization
criterion, the lower the number of groups determined by the algorithm.
For all tested cases, they give 𝑛 − 1 clusters in the peninsula area and
1 cluster for the Canary Islands. This last cluster provides the highest
averaged GHI value, remaining constant for all tested cases. In addition,
cluster 1 and 2 are constant from optimization criteria lower than 0.35
kWh/m2d. These clusters correspond to the Cantabrian and northern
Spanish peninsular areas. The southwest peninsular area constitutes
a new cluster for optimization criteria lower than 0.25 kWh/m2d.
However, in order to discretize the eastern area of the central zone, it is
necessary to refine the optimally criteria up to 0.15 kWh/m2d. Further
information can be found in the Annex A, see Figs. 11–14.

By selecting a time window corresponding to all data for the period
1999–2020 filtered by each month, i.e., a global monthly analysis,
it is observed that the number and locations of the groupings vary
depending on the months and on the optimization criteria. Clusters
are then observed in horizontal variable bands, whereby the latitude
for a long-term monthly analysis influences considerably on the final
classification. Nevertheless, slight variations in the number of groups
is observed for each optimization criterion. Indeed, between 2 and
3 groups are obtained for the case of Criteria A (0.5). Criteria B
(0.35) and C (0.25) give between 3 and 4 groups. Criteria D (0.15)
gives between 4 and 6 groups. This fact means that, in a long-term
monthly analysis for every criteria, there are no significant variations
in the number of clusters for the corresponding months, which could
conduct to a uniform behavior of averaged GHI values. Nevertheless,
the averaged GHI varies in intensity and the clusters change locations
for each month. In all cases, the peninsula area shares a cluster with
the Canary Island area. The number of estimated clusters depending on
the different criteria is shown in Table 4.

Criteria A (0.5) is selected by considering previous results and due
to the similarity between the number of clusters obtained for the long-
term period simulations. In fact, this criterion gives the least number
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of clusters and highlights potential variations for subsequent analysis.
By choosing a monthly time window, i.e., selecting only the daily
values for each month and for each year, the spatial and temporal
variation is studied, considering that each cluster differs from the next
identified cluster by at least 0.5 kWh/m2d. The numbers of clusters
estimated are summarized in Fig. 6. These results show the significant
variability of the GHI intensity evolution among the different years and
months of the case study period. The most stable month, in terms of
GHI variability is December, varying for all years between 2 and 3
clusters. The most sensitive months regarding GHI intensity variation
is March. February, April, May, June and July present between 2 and
5 clusters depending on the corresponding month. Furthermore, it can
be concluded that the year in which there was more variability in the
intensity of the GHI was 2001, identifying 5 clusters for 3 months, and
4 clusters were characterized for other 3 months. Note that the year
2001 coincided with the sunspot peak of solar cycle 23. The year with
the most homogeneous variation in GHI intensity was 2020, coinciding
with the beginning of solar cycle 25. Annex B gives additional results,
showing in a dynamic map the spatio-temporal variability of GHI.

An additional conclusion can be derived from the previous analysis.
A spatial GHI monthly variation of clusters were also detected, in paral-
lel to the analyzed seasonal and annual variability. This GHI behavior
was hidden if a 22-year global analysis is carried out. Indeed, it was
also neglected when a monthly analysis is determined based on all
data simultaneously. In both cases, the clusters appeared in practically
horizontal bands, while in this spatial analysis there are points distant
in latitude corresponding to the same cluster. The maximum monthly
averaged values corresponding to the clusters of maximum GHI values
per month are plotted in Fig. 7. This graphical representation leaves
out the spatial variable, since the groups of locations including on
each cluster change depending on the month. Note that the highest
GHI values are achieved for 1999, 2000 and 2001 years. These values
decrease with respect to the following years until 2007 and 2008; when
they are increased again. From 2014 to 2020, the curves are below
those of the other years. This fact also indicates a variability in the
magnitude of the GHI globally per year, regardless of whether a certain
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Table 4
Number of clusters for the optimization criteria. Monthly results (1999–2020 data).
Month Criteria A (0.5) Criteria B (0.35) Criteria C (0.25) Criteria D (0.15)

January 3 3 4 6
February 2 3 4 5
March 3 3 4 5
April 2 3 4 4
May 2 3 4 5
June 3 4 4 5
July 3 3 3 4
August 3 3 4 5
September 2 3 4 5
October 2 3 4 5
November 3 3 4 5
December 2 3 3 5
Fig. 6. Spectral cluster. Results.
region is not fixed. Indeed, and regarding the maximum GHI values in
comparison to Fig. 8 in which the smoothed monthly sunspot number is
plotted [46], note that in the period when the sunspot number increases
the maximum GHI values are higher; while the opposite situation
occurs when the sunspot number decreases. In addition, Fig. 9 presents
these results for each year, in order to make easier the comprehension
of this variability.

With the aim of comparing long-term vs seasonal space-temporal
variability, variations among the monthly values obtained and their
corresponding averaged annual values are analyzed. In this way, Fig. 10
summarizes these comparisons, with a range of [−50%, +50%] and
excluding such higher or lower values out of range. As a complementary
information, Table 5 gives the numerical data, determined as the
differences among the monthly averaged values of the clusters vs their
annual averaged value of each year. As can be seen, all monthly values
differ from their corresponding averaged annual values in the Iberian
peninsula. The months with high deviation from the annual averaged
value are June and July, with a difference in the whole peninsula of
more than 50% above. December differs by more than 50% below.
Regarding January and November, the difference of more than 50%
below is exceeded in most of the peninsula, except in the southern areas
being slightly below 50%. Only the months of March and September are
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similar to the averaged annual value, though there are some peninsular
areas that differ by more than 10% for these months. In addition, this
analysis also shows that only the months of April and September share
the same cluster as the peninsula and the Canary Islands. The rest of
the months, the Canary Islands have their own different cluster, with
the following averaged variations compared to the annual averaged
values: January (−34.88%), February (−19.5%), March (2.54%), May
(30.03%), June (30.09%), July (25.96%), August (20.69%), October
(−12.07%), November (32.36%) and December (−40.31%). A more
uniform distribution of monthly GHI vs the monthly averaged values
is observed in the Canary Islands, while the differences are more
noticeable in the peninsula and vary depending on the month and
location.

5. Conclusion

In this paper, an exhaustive spatio-temporal analysis of the vari-
ability of the global horizontal irradiation is performed, paying special
attention to the sensitivity of the results obtained according to dif-
ferent time windows. A total of 761,059 observations corresponding
to 135 on-ground meteorological stations and 1,936,917 observations
of satellite data from 241 locations throughout the Spanish territory
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Fig. 7. Maximum GHI group of clusters.
Fig. 8. Number of sunspots [46].
Table 5
Monthly cluster variability. Numeric results.

Month Min variation (%) Max variation (%)

January −44.41 −63.11
February −26.41 −40.09
March −2.840 −11.08
April 12.88 26.27
May 33.24 48.82
June 50.45 62.29
July 50.03 71.44
August 31.32 49.13
September −0.39 17.36
October −20.23 −30.82
November −42.18 −56.79
December −50.48 −66.48
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were analyzed. From the proposed spatio-temporal dynamic clustering
modeling for solar irradiance resource assessment, it is confirmed
that the results obtained highly depend in any case on the selected
time window. Therefore, and according to different time windows,
the organization of the number of optimal clusters for the entire
Spanish territory varies between 2 and 5 per month, considering an
optimization criterion of 0.5 kWh/m2d of potential differences between
the averaged irradiation values for two consecutive clusters. Similarly,
depending on the time window, a clear spatial variation of the grouping
is detected.

On the other hand, a cyclical behavior with a positive relationship
between the maximum mean values of irradiation of the clusters and
the increasing trend of the number of sunspots is observed. It is also
noted that the year with the highest number of sunspots in this study
(2001) presented a greater heterogeneity in the number of monthly
groups. In addition, the year with the lowest number of sunspots (2020)
was the most homogeneous year in the number of monthly groups.
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Fig. 9. Maximum GHI group of clusters by years.
Fig. 10. Monthly cluster variability distribution map.
It can be concluded that the annual mean value of global horizontal
irradiation for 22 years is similar to the mean irradiation value reached
in the months of March and September. The months of December,
June and July vary significantly for all the clusters by more than
50% with respect to the mean value. This fact occurs both in values
calculated in the long term and in shorter time windows. Therefore, this
spatio-temporal analysis proposal is suitable for long-term irradiance
characterization and assessment. Moreover, it is necessary to detect
clustering variations along the years which can have a significant
impact on potential use of solar resource.
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Fig. 11. Mean value of GHI selecting the optimization criteria A (0.5).
Fig. 12. Mean value of GHI selecting the optimization criteria B (0.35).
Annex A

From the results obtained in the initial hierarchical clustering phase,
it is observed that the spatial clustering changes depending on the
selected time window. The first hierarchical clustering step does not
define an optimal number of clusters. Improving the previous approach,
different clustering criteria are proposed and tested. These criteria are
defined as the minimum difference between the average GHI value
between two consecutive clusters. The defined criteria are as follows:

• Criteria A: 0.50 kWh/m2d.
• Criteria B: 0.35 kWh/m2d.
• Criteria C: 0.25 kWh/m2d.
• Criteria D: 0.15 kWh/m2d.

Fig. 11 shows the results obtained after running the optimization
algorithm for criteria A, Fig. 12 for criteria B, Fig. 13 for criteria C
and Fig. 14 for criteria D respectively. The time window represented
by these figures is the entire data set, for the period 1999–2020. After
analyzing these results, it is observed that the higher the optimization
criterion, the lower the number of groups. For this reason, criterion A is
chosen for the rest of the spatio-temporal analysis of this work. In fact,
it represents a smaller number of groups, showing the spatio-temporal
354
variations in a more accentuated way than other criteria which would
be useful for detailed studies

Annex B

Figs. 15 to 24 summarize the annual dynamic GHI maps, where
monthly GHI characterizations are estimated for the whole case study
period 1999–2020. In all cases, the optimization criteria A is used;
i.e., the difference between the averaged GHI values of consecutive
clusters is greater than 0.5 kWh/m2d. Annual trend changes in the
number of sunspots and their peaks are determined according to Fig. 8.
These annual maps thus provide complementary information of the
results depicted in Fig. 6. The number of clusters varies between 2 and 5
groups, subsequently, a clear spatio-temporal variation of the GHI char-
acterization is then concluded. Note that the year 2001 represented in
Fig. 17 is where the clusters have more differences, varying according
to the months between 2 and 5 clusters. The year 2020 represented in
Fig. 24 is the most homogeneous year, where the number of clusters
varies between 2 and 3, except for the month of October. Fig. 8 shows
that the year 2001 has the highest number of sunspots in the analyzed
period, and the year 2020 has the lowest number of sunspots.
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Fig. 13. Mean value of GHI selecting the optimization criteria C (0.25).

Fig. 14. Mean value of GHI selecting the optimization criteria D (0.15).

Fig. 15. Dynamic GHI map. Year 1999.
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Fig. 16. Dynamic GHI map. Year 2000.

Fig. 17. Dynamic GHI map. Year 2001.

Fig. 18. Dynamic GHI map. Year 2002.
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Fig. 19. Dynamic GHI map. Year 2006.

Fig. 20. Dynamic GHI map. Year 2007.

Fig. 21. Dynamic GHI map. Year 2009.
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Fig. 22. Dynamic GHI map. Year 2013.

Fig. 23. Dynamic GHI map. Year 2014.

Fig. 24. Dynamic GHI map. Year 2020.
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