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Summary. In this paper we propose the use of non-persistent CSMA as an anti-
collision procedure for RFID active tags. Current proposals for both passive and
active tags are based on the framed slotted ALOHA protocol, which does not scale
well requiring additional procedures for frame length adaptation. However, active
RFID devices already include carrier sense capabilities with no additional cost and,
thus, CSMA may be employed seamlessly. Nevertheless, selecting the contention
micro-slots of CSMA in the classical way (i.e., with a uniform distribution and an
exponential back-off algorithm) does not result in an efficient identification process,
as we will demonstrate. Fortunately, better choices can be found. Recently, an opti-
mal distribution for the selection of micro-slots for event-driven sensor networks has
been computed, as well as a practical implementation: the Sift distribution. In this
work we propose the application of the quasi-optimal Sift distribution along with
CSMA for active tag identification. By means of an analytical study, we evaluate
the average time needed for identification with this mechanism and compare it with
the current ISO 18000-7 and EPC “Gen 2” standard. The results reveal that the
Sift-based non-persistent CSMA outperforms both of them. Moreover, it also scales
much better, without the need for further adaptation mechanisms.

Key words: Radio Frequency Identification (RFID), anti-collision protocol,
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active RFID tag.

1 Introduction

Radio Frequency Identification (RFID) systems are one of the enabling tech-
nologies for the ubiquitous computing paradigm [1]. Its foreseen application
range spans from replacement of bar-code systems to location of containers in
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large cargo vehicles. A wide range of RFID technologies have been in study
to match such a broad range of applications. All of them share a common
architecture: a basic RFID cell consists of a reader device (aka master or
interrogator) and a (potentially large) set of RFID tags, which reply to the
queries or enforce the commands from the interrogator. RFID devices are clas-
sified according to the source of energy of the tags: passive ones do not have
a power source and obtain the energy from the reader signal (via induction),
whereas active ones incorporate their own battery. On the one hand, passive
tags are targeted to be inexpensive and, thus, very simple, usually read-only,
devices. Their coverage typically ranges from centimetres to a couple of me-
tres. On the other hand, active tags are more complex devices, with more
sophisticated capabilities (usually integrating a microprocessor and memory)
and they can be read and written from distances in excess of 100 meters [1].
Whereas passive RFID systems are the most deployed and have been studied
for years [2, 3, 4], active RFID systems have devoted little academic attention,
and only recently a standard is available [5].

In both cases, the tag collision problem arises: in a RFID cell, if multiple
tags are to be identified simultaneously, reply messages from tags can collide
and cancel each other. Thus, an anti-collision mechanism is needed. Since, in
a typical application, items (with attached tags) enter and leave the reader
coverage area, the goal of this mechanism is to communicate with the tags as
quickly and reliably as possible, ensuring that all tags have been identified.
An additional goal for active tags is to save energy in order to maximise the
battery lifetime. Therefore, the tag identification problem deals with identify-
ing multiple objects with minimal delay and power consumption, reliability,
line-of-sight independence and scalability. Unlike classical medium access pro-
tocols, channel utilisation and fairness are not usually issues in RFID systems.

For passive tags, mainly due to the limitations of the devices, the protocols
are very simple and most of them fall into the following two categories [2]:

• Splitting algorithms. The set of tags to be identified is split in disjoint
smaller subsets until the number of tags in a subset becomes one. It is done
either by the tags selecting a random number or by the reader sending
a string that matches only a subset of tags identification number (ID).
Algorithms of this type can be viewed as a tree search.

• Probabilistic algorithms. The other major family of protocols is based on
Framed Slotted ALOHA (FSA) [6]. In this case, after receiving a signal
from the reader, the tags randomly select a slot out of K (the frame length)
and send their ID. This mechanism is very simple, but when the number
of tags increases, it needs some mechanism to adapt the frame length (K)
[3].

What are the approaches used with active tags? The answer is not straight-
forward due to some existing confusion around this technology. On one hand,
there is a lack of scientific literature that specifically addresses the collision-
resolution problem for active tags. The ISO 18000-7 standard [5] deals with it
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and proposes framed slotted ALOHA as an anti-collision protocol, suggesting
a frame length adaption mechanism but without specifying a particular one
and leaving it open to the vendors. In addition, the EPCglobal organisation,
leader of development of industry-driven standards for this field, has settled
the EPC “Gen 2” as a reference standard [7]. The anti-collision procedure of
“Gen 2” is supposed to be independent of the class of device, that is, passive
or active. With minor changes, EPC “Gen 2” has also chosen framed slotted
ALOHA and does suggest a specific algorithm for frame length adaptation.

On the other hand, a typical active tag has the capabilities of an on-
board microprocessor and a sophisticated transceiver and may use Bluetooth
or IEEE 802.11 protocols or Wireless Sensor Networks (WSN) MAC protocols
[8]. It is clear that these protocols are designed with different requirements
in mind and, at the moment, the cost of these devices is still possibly too
high. Therefore, it seems that the possible choices are: very simple approaches
suitable for passive tags or very sophisticated proposals designed for different
purposes.

Is any of these choices efficient? In this paper we explore an intermedi-
ate solution: the use of non-persistent Carrier Sense Multiple Access (CSMA)
as anti-collision mechanism for active RFID tags. With this mechanism, af-
ter receiving an identification request, nodes would listen to the channel for
a randomly selected number of contention slots1. A node would transmit if
the channel remains idle during this interval. Otherwise, it would defer trans-
mission. As we will show, if micro-slots are selected uniformly (the classical
approach), the identification of tags does not have to be more efficient than
a framed slotted ALOHA. However, an optimised distribution for the selec-
tion of CSMA contention micro-slots has been proposed for Wireless Sensor
Networks [9]. This distribution minimises the probability of collision when N

stations become simultaneously backlogged, which is exactly the main prob-
lem of RFID identification. Using this distribution, the identification process
is faster and more scalable than the FSA proposals, and even simplifies the
implementation of the protocol. It should be remarked that the use of CSMA
is feasible for active RFID devices: A typical low cost chip for active RFID
[1] already integrates carrier sensing capabilities without any additional cost,
even though in the application domain of active RFID (vehicle and container
tracking and management) it is already assumed the need for more complex
and expensive tags. Moreover, it may reduce the cost compared to devices
that use complex protocols like IEEE 802.11.

In this paper we support this solution by studying analytically the perfor-
mance of quasi-optimal non-persistent CSMA as an anti-collision mechanism
for RFID identification. We compute the average number of identification cy-
cles needed to identify all the tags present in a coverage cell for CSMA and
ISO 18000-7 or EPC “Gen 2” and compare them. The rest of this paper is

1We will refer to a contention slot as micro-slot, to distinguish it from a slotted
ALOHA one.
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organised as follows: Section 2 briefly reviews the related work. In Section
3 the different proposals to be compared are reviewed and analysed. Section
4 provides a comparison and discussion of the proposals. Finally, section 5
concludes and outlines possible future works.

2 Related Work

Most of the anti-collision protocols focus on passive RFID tags [2]. In this case,
the limitations of the device, usually impose the use of very simple protocols,
all the burden of the identification process lying on the reader. The different
proposals fall into the two following categories: (i) splitting algorithms or (ii)
probabilistic protocols. In the first group, a well-known protocol, called QT
memoryless [2] exemplifies its operation: the reader sends a string prefix and
all the tags whose ID match that prefix reply. The reader appends a new digit
to the string prefix subsequently. If there is no collision in the response, a tag
has been identified. This type of algorithms can be observed as a tree search
and are deterministic, meaning that all tags are identified with probability 1
within a bounded time. However, this time can be very long, depending on
the length of the tag IDs.

In the second group, framed slotted ALOHA is practically a unanimous
choice. For instance, the I-Code protocol [3] is used with passive tags. Surpris-
ingly, most of the proposals for active systems have also selected this approach:
the ISO 18000-7 standard [5] as well as the EPC “Gen 2” protocol [7]. The
latter, which is expected to be a de facto standard, is to be used with both
active and passive tags. Unlike ISO 18000-7, EPC does suggest a procedure
to adapt the frame length.

Vogt [3] analyses the identification process of framed slotted ALOHA as
a Markov chain and derives two procedures to dynamically adapt the frame
length. It is assumed that tags are not acknowledged and all tags participate in
every identification round. In this paper, we use a slightly modified analysis,
considering that identified tags do not keep on participating, since the two
major proposals, ISO 18000-7 and EPC “Gen 2”, state that tags retire after
being acknowledged.

As said in Section 1, we propose the use of CSMA with the optimal prob-
ability distribution (p∗) for the selection of CSMA contention micro-slots de-
rived in [9]. This distribution maximises the probability of success when N

stations become simultaneously backlogged, but depends on the number of
slots in use (K) and the number of nodes (N) contending. Since the latter is
usually unknown (also in RFID), an approximation is also provided, the Sift
distribution, which not only keeps close to the optimal for a wide range of
its configuration parameters but it is also scalable. The authors of reference
[9] discuss different applications in wireless sensor networks, but RFID is not
mentioned. In this paper we show that RFID is a major field of application
of this optimised distribution.
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Finally, both CSMA and framed slotted ALOHA have been extensively
studied [10, 6], but as classical MAC protocols, focusing on the channel util-
isation and access delay. In RFID, on the contrary, the appropriate perfor-
mance metric is the identification delay. We evaluate the performance of the
protocols regarding this metric.

3 Analysis of proposals

In this section, the different proposals to be compared will be reviewed and
analysed.

Fig. 1. Anti-collision procedure of ISO 18000-7 (from [5])

3.1 Framed Slotted ALOHA

Both ISO 18000-7 and EPC “Gen 2” [5, 7] define a similar anti-collision proce-
dure that we call generically: Framed slotted ALOHA (FSA). In both cases, a
population of N tags start the identification process after receiving a collection
command from the interrogator. At this moment, nodes randomly select a slot
with a uniform distribution and transmit their ID at the selected slot. We refer
to the number of possible slots to choose as frame length, K. If two or more
nodes select the same slot, a collision occurs. For each slot with a single reply,
the interrogator sends an ACK packet to put the tag to sleep, preventing it
from participating again in the identification process. The acknowledged tags
(already identified) withdraw from contention in the following rounds. Fig. 1
illustrates the process. We refer to a collection command plus the K slots as
an identification cycle. Although shown in Fig. 1, we assume no transmission
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Slots / Tags 10 20 30 40 50 60 70 80 90 100

4 8.2 60 630 8159 1.1 105 1.6 106 2.5 107 3.8 108 6.0 109 9.6 1010

8 3.67 8.56 19.6 49.4 138.0 413.9 1304.2 4244.6 14127 47797
16 2.44 4.11 6.15 8.93 13.03 19.3 29.41 46.0 73.81 121.3
32 1.89 2.76 3.60 4.47 5.424 6.50 7.76 9.26 11.0 13.2
64 1.54 2.15 2.61 3.06 3.465 3.90 4.32 4.77 5.23 5.72

Table 1. Average number of identification cycles versus number of tags

of data is done and tags only identify themselves. After three collection rounds
without reply, the interrogator assumes that all nodes have been identified.

As explained in [3], the identification process can be modelled as a (homo-
geneous) Markov process {Xs}, where Xs denotes the number of tags uniden-

tified at the s identification cycle. Thus, the state space of the Markov process
is {N, N − 1, . . . , 0}. The probability distribution of the random variable µr

that indicates the number of slots being filled with exactly r tags is:
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Since all the acknowledged tags in a cycle withdraw from contention, the
transition matrix H and transition probabilities are given by

hij =































PK,N−i(µ1 = j − i), i < j ≤ i + K

1 −
∑i+K

k=i+1 hi,k, i = j

0, otherwise

(3)

where i = 0 . . .N . Since this is an absorbing Markov chain, the average
number of identification cycles equals the average number of steps to absorp-
tion, which is given by

t = Fc (4)

where t is a column vector and ts is the expected number of steps (cycles,
in our case) before the chain is absorbed given that the chain starts in state
Xs, F is the fundamental matrix of H and c is a column vector all of whose
entries are 1 (see [11]). Thus, if the starting state is X1, that is, all the N tags
to be identified, the average number of cycles to identify all the tags is t1.

Table 1 shows the average number of cycles versus number of tags (N)
for different frame lengths (in number of slots). It shows that with a fixed
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framed length, the number of cycles increases exponentially with the number
of tags. Therefore, a simple mechanism like framed slotted ALOHA does not
scale well, requiring a frame adaptation mechanism as the number of tags
increases.

3.2 Carrier Sense Multiple Access

microslots
Listening

microslots
Listening

ID−Tag iCollection Command
Collection Command
ACK Tag i ID−Tag j

time
Identification cycle

Fig. 2. Anti-collision procedure with CSMA

The operation of the identification protocol when using CSMA would be
as follows: after receiving a collection command from the reader all N tags
listen to the channel for a number of micro-slots chosen randomly from a set
of K. If the channel remains idle after the number of selected micro-slots, a
node sends its ID. Otherwise, it withdraws until the next collection command.
If there is no collision, the reader sends an ACK-Collection command, which
indicates the node already identified and asks for more IDs. The remaining
nodes start the process again. Fig. 2 illustrates this mechanism.

The probability of success πp(N) when N nodes select a contention micro-
slot using probability distribution p, where pr is the probability each contender
independently picks slot r, is [9]:

πp(N) = N

K−1
∑

s=1

ps(1 −

s
∑

r=1

pr)
N−1 (5)

In this case, the transition matrix H for the Markov process {Xs} defined
previously is

hij =































πp(N − i), j = i + 1

1 − πp(N − i), i = j

0, otherwise

(6)

The average number of steps until absorption is computed as previously.
Let us assume first that the slots are chosen uniformly. In this case pr = 1

K
.

Fig. 3(a) and 3(b) show the results using a uniform distribution for different
number of micro-slots. Again, the actual duration of an identification cycle
depends on the number of micro-slots, the packet length and the transmission
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(a) Average number of cycles with uni-
form distribution
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(b) Average time with uniform distribu-
tion

Fig. 3. Performance of identification process with uniform distribution
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(a) Average number of cycles with Sift
(M=64)

10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

Number of tags (N)

A
ve

ra
ge

 id
en

tif
ic

at
io

n 
tim

e 
(s

)

 

 

K=4
K=8
K=16
K=32
K=64

(b) Average time with Sift distribution

Fig. 4. Performance of identification process with Sift distribution

rate. The parameters for the computation of the average time are given in
Section 4. Like framed slotted ALOHA, this procedure does not scale well
either. In fact, its performance is worse and together with the additional device
complexity it may be one of the reasons why it has never been proposed as
an anti-collision procedure for RFID systems.

Let us assume now the Sift distribution is used, which is an approxi-
mation to the optimised distribution derived in reference [9]. In this case,

pr = α−r(1−α)αK

1−αK for r = 1 . . .K and α = M
−1

K−1 . M is a parameter of the
Sift distribution, pre-configured before deployment and representing the max-
imum number of contenders (as expected by the designer). The results shown
in Fig. 4(a) and 4(b) reveal that the number of cycles increases almost linearly
with the number of tags, unlike the exponential increment of framed slotted
ALOHA. Therefore, this procedure scales well. In addition, by increasing the
number of micro-slots the number of cycles tends to the minimum necessary
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(N cycles), but it implies increasing the duration of a cycle and may be even
counterproductive: as seen in Fig. 4(b), 8 micro-slots are enough to handle
the entire range of tags.

These results show that after choosing carefully the distribution for the
contention window CSMA becomes an scalable technique for the identification
of RFID tags. In Section 4, the different proposals for active tags are compared
and discussed.

4 Comparison of proposals

In order to compare the different proposals the identification cycles are trans-
lated to absolute time, since the actual duration of an identification cycle
depends on the number of slots. First, we compare non-persistent CSMA
with Sift distribution versus ISO 18000-7. The parameters are chosen from
the specification [5]. An identification cycle lasts a collection command (5 ms)
plus each slot (8 ms). Finally, for each identified tag the interrogator sends
an ACK packet (5 ms) before starting a new cycle. For the CSMA cycle,
we assume the same duration for the interrogator commands (5 ms) and ID
packets (8 ms) plus the time for all the micro-slots, though the expected suc-
cessful slot comes earlier. In fact, the performance depends to a great extent
on the minimum time needed to perform the carrier sense, that is, the dura-
tion of the contention micro-slot. The duration and accuracy of carrier sensing
(Clear Channel Assessment, CCA) depends on the technology, device and im-
plementation [12]. There are many possibilities, but we assume that devices
use coherent CCA, that is, the channel is busy when the packet preamble
is detected. Thus, we set the micro-slot time to the duration of preamble.
For ISO 18000-7, preamble is around 1 ms and so it is the time per micro-
slot. Indeed it can be considered a conservative value, since current devices
can perform this task in less time [12]. Even though, as can be seen in Fig.
5, non-persistent Sift-based CSMA with 8 micro-slots (and Sift parameter
M=64) outperforms the procedure proposed by ISO 18000-7 for every frame
length. When the number of tags is low, the improvement is not significative,
but, as the number increases, framed slotted ALOHA becomes unstable and
the frame length must be adapted. On the contrary, non-persistent Sift-based
CSMA can handle all the range of tags seamlessly.

Finally, we compare with EPC “Gen 2”. In this case, according to the
specification [7], empty slots and slots with collision are shorter than slots
with correct tag ID packets. However, we provide an approximation of the
average identification time, assuming that the duration of all slots is the same
and equals 2.505 ms, which is the time needed for the correct identification of
a single tag at 40 Kbps. Thus, this is a conservative estimate, since empty and
collision slots are actually shorter (0.575 ms). For CSMA, we again assume
that in a cycle we have a tag ID packet (1.4 ms) plus an interrogator ACK-
Collection (0.55 ms), plus the duration of the entire contention window, as
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Fig. 5. Comparison of ISO 18000-7 versus CSMA with Sift distribution
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Fig. 6. Comparison of EPC “Gen 2” versus CSMA with Sift distribution

before. In this case, we set the micro-slot time to 100 µs, which is again the
duration of the preamble. In Figure 6 we depict the results for EPC and non-
persistent Sift-based CSMA (M=64). In addition to the average number of
cycles previously computed, we have simulated the EPC frame adaptation
mechanism recommended in the specification [7]. It is also included in Figure
6 labelled as “Adaptive”. Obviously, for fixed frame length the results are the
same as in Fig. 5 but with another time scale. However, this figure shows in
addition that non-persistent Sift-based CSMA outperforms EPC with frame
adaptation as well. Moreover, in this case, the improvement is even better
(around 50 % for almost every number of tags) due to the shorter micro-slot,
as discussed before.
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In summary, CSMA allows for a quicker identification of tags in all the
cases. The actual improvement depends on the duration of the contention
micro-slot. However, it is more important to remark that CSMA also scales

much better than framed slotted ALOHA, even with frame adaptation, which
simplifies the implementation of reader and tags.

5 Conclusions

In this paper we propose the use of non-persistent Sift-based CSMA as an
anti-collision procedure for RFID active tags. Current proposals directly use
the approach for passive tags, that is, framed slotted ALOHA, which does not
scale well and needs an additional procedure for frame adaptation. However,
active devices already include carrier sense capabilities with no extra cost and,
thus, CSMA may be used seamlessly. In fact, compared to some commercial
products that use more sophisticated protocols, like IEEE 802.11 or Bluetooth,
CSMA may even reduce the cost of active devices while achieving the goal of
the anti-collision procedure.

To support our proposal, we have evaluated the average time nedeed for
identification with this mechanism and compared it with the current ISO
18000-7 and EPC “Gen 2” standards. The results show that CSMA out-
performs both of them. For instance, the average identification time can
be decreased by 50 % compared to EPC with frame adaption. In fact, the
performance improvement depends on the duration of the contention micro-
slots. More important is the fact that, in both cases, non-persistent Sift-based
CSMA also scales much better: configured with 8 micro-slots CSMA can ef-
fectively handle a range that spans from a few tags to hundreds of them,
without the need for additional adaptation mechanisms, which simplifies the
implementation of reader and tags. Even though, the number of contention
microslots may also be adapted if necessary. As future work we are currently
investigating adaptation mechanisms for CSMA as well as different techniques
to optimise the frame length of slotted ALOHA.
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