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Abstract

The RFID technology has reached a peak since the adoption in 2005 of the EPCglobal
Class 1 Gen 2 standard (EPC-C1G2). RFID has replaced other automatic identification
systems like barcodes in some sectors. Besides, it has attracted the attention of scholars
in RFID technology. The future of RFID looks promising, witha wide range of appli-
cation fields, such as home automation, checkout systems, healthcare, public transport,
and so forth. Currently, developments are underway in various areas of RFID: physical
design, development of middleware, anti-collision algorithms, optimal network planning,
etc. These investigations seek to improve RFID performanceand reduce costs of deploy-
ment and operation.

The contribution of this thesis is twofold. First, the anti-collision mechanisms are
studied in depth, and new solutions are suggested both for active and passive RFID sys-
tems. Second, the co-existence of several readers in dense reader environments is also
investigated in this work. The major outcomes are describednext.

One of the main goals of this thesis has been to analyze the performance of the anti-
collision mechanisms in passive RFID. Standards as well as relevant proposals based
on Frame Slotted Aloha(FSA) have been modeled usingDiscrete Time Markov Chains
(DTMC). From these models the most relevant performance metrics in the identification
process are computed. Namely, the Mean Identification Time (and throughput) in static
scenarios, and the Tag Loss Ratio for semi-static and dynamic cases. Based on these
results, optimal configuration criteria are provided.

Moreover, since FSA algorithms are inefficient under variable populations of tags,
Dynamic FSA (DFSA) are regarded as an efficient solution to cope with this issue. A
comprehensive survey of DFSA mechanism is developed in thiswork, including a DTMC
characterization of the optimal DFSA mechanism, and a comparative analysis of current
proposals performed via simulation. In addition, we propose a new anti-collision algo-
rithm, theMulti-Frame Maximum-LikelihoodDFSA algorithm (MFML-DFSA), which
outperforms the previous ones, and has a lower computational cost which enables a feasi-
ble implementation in current readers.

On the other hand, for active tags, the goal of minimizing power consumption is added
to the design constraints of anti-collision protocols. Despite the increased capabilities
of these equipments, conventional FSA approaches have beenthe most extended so far.
Since active devices already integrate carrier sensing, two new anti-collision algorithms
are suggested based on this observation. A non-persistentCarrier Sense Multiple Access
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(CSMA) mechanism based upon the quasi-optimal Sift distribution, which is indented to
minimize the mean identification time and to reduce the activity periods of the tags. And
a p-persistent CSMA, which is able to minimize energy waste switching off a majority of
tags during contention slots.

Finally, dense RFID reader environments are studied in thisdoctoral thesis. In some
installations, a single reader is not enough to cover a largeidentification area, or sev-
eral identification gates may be present. Hence, several readers are required, and the
overall performance is negatively affected by two types of collisions:Reader to Tag Col-
lisions(RTC) andReader to Reader Collisions(RRC). Our focus was on the review of the
scheduling solutions aimed at minimizing these types of collisions. The performance of
the different mechanisms is studied in order to provide comparative results of efficiency
and network usability. The drawbacks extracted are used to suggest the key design prop-
erties of an efficient scheduler.
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Resumen

Desde la aprobación en el año 2005 del estándar EPC Global Class 1 Gen 2, la tecnología
RFID ha experimentado un gran auge, sustituyendo, en ciertos sectores, a otros sistemas
de identificación automática como el código de barras. Asimismo, se ha despertado un
mayor interés de investigadores y de la comunidad científicaen la tecnología RFID. El fu-
turo es prometedor, con un amplio abanico de ámbitos de uso, por ejemplo, en domótica,
sistemas de control y pago, sanidad, transporte publico, etc. Actualmente se están lle-
vando a cabo desarrollos en diversas áreas de RFID: diseño físico, desarrollo demiddle-
ware, algoritmos anti-colisión, planificación óptima de la red,etc. Estas investigaciones
persiguen mejorar el desempeño de RFID y reducir los costes de despliegue y operación.

Esta tesis aporta contribuciones en dos campos de la tecnología RFID. En primer
lugar, los mecanismos de control de acceso al medio han sido estudiados en profundidad,
proponiendo nuevas soluciones tanto en RFID activa como pasiva. En segundo lugar,
la coexistencia de varios lectores en un entorno es también abordada en este trabajo. A
continuación se describen en mayor detalle los resultados fundamentales obtenidos.

Uno de los principales objetivos de esta tesis ha sido analizar el funcionamiento de
los mecanismos anti-colisión en sistemas RFID pasivos. Éstos, tanto en el estándar como
en las propuestas afines, se basan enFrame Slotted Aloha(FSA) y se pueden modelar
mediante cadenas de Markov de tiempo discreto (Discrete Time Markov Chain, DTMC).
A partir de estos modelos se calculan las métricas de rendimiento más importantes del
proceso de identificación. A saber, el tiempo medio de identificación (y elthroughput) en
los escenarios estáticos, y el ratio de pérdida de etiquetaspara escenaros semi-estáticos
y dinámicos. En base a dichos resultados, se proporcionan criterios de configuración
óptima.

Por otra parte, los algoritmos FSA no son eficientes si el número de etiquetas en el pro-
ceso de lectura varía. En este caso los sistemas FSA dinámicos (DFSA) son considerados
como una buena solución para hacer frente a este problema. Eneste trabajo presentamos
un estudio detallado de los mecanismos DFSA existentes, incluyendo una caracterización
mediante DTMC del mecanismo de DFSA óptimo, y una comparativa de las propuestas
actuales realizada mediante simulación. Además, se propone un nuevo algoritmo anti-
colisión DFSA llamadoMulti-Frame Maximum-Likelihood(MFML-DFSA), que supera
a los anteriores y tiene un coste computacional reducido. Por tanto su implementación en
los lectores actuales es viable.

En el ámbito del RFID activo, el objetivo de reducir al mínimoel consumo de energía
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se añade a las restricciones de diseño de los protocolos anti-colisión. En RFID activo se ha
empleado FSA convencional hasta la fecha, a pesar de que las capacidades de las etiquetas
activas son mucho mayores. Dado que los dispositivos activos ya integran mecanismos
de detección de portadora, se han propuesto en este trabajo dos nuevos algoritmos anti-
colisión. El primero está basado enCarrier Sense Multiple Access(CSMA) no persistente
unido a la distribución quasi-óptima Sift. Así, se consigueminimizar el tiempo de identi-
ficación y reducir los períodos de actividad de las etiquetas. El segundo mecanismo es un
CSMA p-persistente, que es capaz de reducir al mínimo el gasto de energía apagando la
mayoría de las etiquetas en las ranuras de contienda.

Por último, los entornos con múltiples lectores de RFID son estudiados en esta tesis
doctoral. En algunas instalaciones un único lector no es suficiente para cubrir una gran
área de identificación, o es posible que existan varias puertas de identificación. Por lo
tanto, varios lectores pueden ser necesarios, y el rendimiento global del sistema se ve
afectado negativamente al aparecer dos nuevos tipos de colisiones: colisiones Lector-
Etiqueta (Reader to Tag Collisions, RTC) y Lector-Lector (Reader to Reader Collisions,
RRC). Las soluciones destinadas a minimizar estos tipos de colisiones han sido revisadas,
y su rendimiento se ha comparado en términos de eficacia y de uso de la red. De este
estudio se han extraido las características claves que ha detener un planificador eficiente.

iv
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This chapter provides an overview of the basic principles and the major technical
aspects related to the Radio Frequency IDentification (RFID) technology and its stan-
dardization. This review includes a brief discussion of themain open issues and ongoing
activities of research in active and passive RFID, as well asthe motivations and goals of
this thesis. Finally, the structure of this thesis and its main contributions are summarized.

1.1 Introduction

Radio Frequency IDentification (RFID) enables the identification of distant objects or
people by means of a Radio-Frequency (RF) communication link [Finke03]. The com-
munication takes place between a population of small and portable devices called tags or
transponders, attached to the items to be tracked, and one ormore reader devices which
collect and manage information about these items. In general, the tags are simple devices
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composed by an antenna and a basic electronic circuit with a memory to store information
about the object they are attached to. Tags are intended to label people, animals, pallets,
etc. Readers are more complex, they transmit continuously electromagnetic waves, creat-
ing checking areas. When tags pass through the checking areas they send their stored in-
formation back to the reader, thereby identifying the objects. The identification is carried
out by means of a communication protocol, such as ISO/IEC18000 [ISO03], EPCglobal
Class-1 Gen-2 (EPC-C1G2) [EPCgl05], etc.

RFID, compared with other identification technologies likebarcodes, permits auto-
matic identification with no human participation and without the need for a line of sight
link between reader and tags.

Over the last years, the advances in communications and microelectronics, the huge
decrease in the cost of the technology and the global standardization of EPC-C1G2 have
motivated institutions and researchers to work actively onRFID, developing RFID sys-
tems adapted to the new standard and working to adopt RFID in awide variety of environ-
ments and applications,e.g. animal identification, toll road control, checkpoint systems,
security and access control, digital card mail, toy industry, etc.

Although the effort to reach the global implementation of RFID is clear, the integra-
tion is not being as quickly and satisfactory as experts expected. There are many factors
affecting directly to RFID adoption, mainly the lack of clear information regarding the
actual advantages of RFID in comparison with current identification systems, and the
lack of confidence in some industrial sectors. In addition, some open issues in the EPC-
C1G2 global standard are still under active research: hardware design, communication
protocols, security, privacy, etc.

1.2 Historical Development of RFID

RFID was born as the combination of radar and radio broadcasttechnologies. The first
known work on RFID dates back to 1948, the landmark paper written by Harry Stock-
man “Communications by Means of Reflected Power” [Stock48].In the 1950s, different
sectors started working on RFID for high range transponders, known as “Identification
Friend or Foe’ (IFF), for the aeronautic industry. Developments of 1950s and 1960s such
as F.L. Vernon’s “Application of the Microwave homodyne” [Verno52] and D.B. Harris,
“Radio transmission system with modulatable passive responder” [Harri60], contributed
significantly to the evolution of RFID. Also in 1960s the Electronic Article Surveillance
(EAS) introduced RFID to protect against thefts in large department stores. In the 1970s,
RFID was progressively applied to logistics, transportation, vehicle tracking, livestock
tracking and in industrial automation. However, it is only in 1973, that the first RFID
patent was filed by Charles Walton, a former IBM researcher, for a radio-operated door
lock [Charl73]. Starting from the 1980s, commercial implementations in the USA fo-
cused on the access control and transport. In Europe, RFID was intended to improve
industrial applications and to enable short-range systemsfor animal control. In Japan,
RFID was used for contactless payments in transportation systems,e.g., the Felicity Card
(FeliCa). RFID development took advantage of progresses inrelated fields: microelec-
tronics, antenna design, software and microprocessors. The fields of application of RFID
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were substantially extended thanks to companies like TexasInstruments or Philips, which
promoted the development and marketing of RFID devices. Currently, the Auto-ID Labs
[AutoID] is the leading organization for the development and implementation of RFID.
The Auto-ID Labs is a consortium founded in 1999 by hundreds of companies, universi-
ties and research centers from all over the world. Auto-ID Labs consists of six laboratories
located at different prestigious universities such as the Massachusetts Institute of Technol-
ogy (MIT) in the USA, the University of Cambridge in UK, the University of Adelaide
in Australia, Keio University in Japan, Fundan University in China and the University
of St. Gallen in Switzerland. In 2005, the Auto-ID Labs, the European Article Number
(EAN) International, the Uniform Code Council (UCC) and a large number of multina-
tional companies developed the EPCTM net and its components, including the EPC-C1G2
[EPCgl05] standard, considered the worldwide standard forRFID systems.

1.3 Components of a RFID system

A typical RFID system consists of three components:(i) RFID tags or transponders(ii)
one or more readers and antennas which control data transmission and tags identification
and(iii) the processing software, commonly called middleware (see Figure 1.1). In the
following sections, we describe each of these components indepth, especially readers and
tags.

1.3.1 Tags

Tags store information about the object to which they are attached to. This information
includes their unique serial number (calledID), their standardized identification codes,
history of transactions or measurements, for example, the temperatures monitored by a
sensor, the manufacturing date, the expiration date, etc. When tags are within the range of
some reader, they transmit their identification data to the reader, which stores and/or pro-
cesses the information according to the needs of the serviceor final application. There are
many criteria to classify RFID tags such as their size, the energy source, their durability,
the operating frequency, the polarization, the communication protocol, etc. However, the
tags are usually classified by their source of energy. Namely, the can be passive, active,
or semi-passive.

• Passivetags are extremely simple and inexpensive devices (e.g. less than 0.10e in
[Alien]) which do not incorporate batteries and are poweredby the signals emitted
by the reader. This energy activates the circuit of the tag and produces a response
signal that includes the information in the tag’s memory. The maximum communi-
cation range spans from some centimeters to a few meters.

• Active tags have a fully autonomous power source which, in most cases, can be
replaced. The cost of these devices is much higher than passive ones (e.g. from
20 e in [Altic09]) because they incorporate circuits with a microprocessor and a
memory to read, write, rewrite or erase data from an externaldevice. The main
advantage of active tags is the long reading distance, more than 100 meters.

3
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Figure 1.1: RFID system

• Semi-passivetags have built-in batteries to power the tags’ integrated circuit. The
electromagnetic waves from the reader are only used to activate tags in coverage.
Then, the tag’s response is generated using the energy from the batteries, which is
faster than circuitry activation in passive tags.

Another classification commonly used for RFID tags is based on their read and write
capabilities, distinguishing five classes [EPCgl05]:

• Class 0. Read-only tags. This is the simplest type of tags. The data,usually the
identification number, are written into the tag only once during the manufacturing
process. Then, the memory is disabled for future write updates.

• Class 1. Write-once/Read-only. The tag’s memory can be written only once. After
this, tags can only be read.

• Class 2. Read/Write. In these devices, data can be written and read by the operator
an undefined number of times.

• Class 3. Read/Write on board sensors. These tags are active or semi-active and
contain on-board sensors to store different measures of interest, which depend on
the type of sensor,e.g. temperature, humidity, pressure. These tags are used in
Wireless Sensor Networks (WSN)[Akyld95].

• Class 4. Read/Write with integrated transmitters. These active tags can communi-
cate with each other. They are typically applied in ad-hoc networks.

Finally, RFID tags can be further classified in terms of theirformat and size. Tag size
is strongly affected by the RF operating frequency, which determines the dimensions of
the antenna. Nowadays, several tag formats can be found in the market: smart card tags,
coin tags, embedded tags, paper tags, etc.
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1.3.2 Readers

The RFID reader is the key element in a RFID system. It is the interface to access tag
information. The reader must be able to convert the data received from the tags into
useful information for the final application. Readers can beclassified according to tag
type as follows:

• Readers for systems with active tags (active RFID systems).In active RFID sys-
tems, any tag can act as a reader, since active tags are able tocommunicate between
them. The active tag in the role of reader must be connected toa computer or a
network (via a wired or wireless link) to dump the data received from other active
tags in coverage.

• Readers for RFID systems with passive tags (passive RFID systems) have to meet
a key requirement: their transmission power must be enough to feed the surround-
ing passive tags. The tags obtain energy using a technique called backscattering
[Finke03], allowing them to send back a response to the reader. Backscattering
consists in reflecting the reader’s carrier wave, while modulating a signal that con-
tains the tag data. Then, the reader detects the backscattered response, processes
the signal and reads the information sent by the tag.

Readers for active RFID systems are less restrictive than those for passive RFID sys-
tems. Next paragraphs will focus on the latter. Some selection criteria for commercial
passive RFID readers are:

• Standards of communication between the reader and the associated tags. Although
EPC-C1G2 standard is the most extended and adopted, there are also other stan-
dards in use such as family ISO-18000 [ISO03], and proprietary protocols (e.g.PSG
RFID protocol [PSG09]). Therefore, the reader should support multi-protocol/standard
operation.

• Operating frequency: Ultra High Frequency (UHF), Low Frequency (LF), or High
Frequency (HF) (see section 1.4.1) are used in RFID communications.

• Number of RF ports to connect antennas. Usually, one reader allows up to four
antennas.

• Maximum power delivered to each RF port. The antennas can be configured to
transmit at different power levels.

• Networking to host protocol: RS-232, Wireless, Ethernet, TCP/IP.

• Reader-to-Reader connection. Readers must be able to coexist together in the same
coverage area or in the same network.

• Fixed or portable reader. Readers can be located at a static point in a strategic area,
or can be portable and being carried by operators. Portable readers (also called
handledreaders), collect the tag information when the operator passes close to the
tag. Then, the reader sends the information to an application by means of a wireless
link such as Wifi or Bluetooth.
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Frequency Read range Read rate Cost (as of 2009) Applications

LF: 100-500 KHz < 50 cm 200 bps - 1 kbps < 15 cent.
Access control, animal
identification, inventory
control, etc.

HF: 10-15 MHz < 1 m 25 Kbps < 15 cent.
Access control, smart
cards, etc.

UHF: 850-950 MHz,
2.4-5.8 GHz

< 10 m 28-600 Kbps 30-50 cent.
Product traceability, sup-
ply chains, etc.

Table 1.1: Operating frequencies: characteristics and applications of passive tags

1.3.3 Antennas

Antenna designs differ according to the operating frequency. For low range applications,
such as LF or HF range, the antennas are embedded in the readers, whereas in UHF
applications antennas are external. On the other hand, polarization is a critical antenna
parameter, which affects directly to the performance of theRFID system. In RFID, two
types of polarization are used:

• Linear-Polarization: the electrical field component of the RF signal is propagated
in a plane, and tags must be also orientated in that directionto establish the com-
munication. Evidently, this technique requires also linearly polarized tags.

• Circular-Polarization: the electromagnetic waves are emitted in a circular pattern.
These antennas are used in situations where the relative orientation between tag and
reader is uncontrolled. Both circularly polarized tags andlinearly ones work seam-
lessly with this polarization. Besides, circular-polarized antennas have a shorter
read range than linearly polarized antennas.

1.3.4 Middleware

RFID middleware is the set of software tools which interfaces a RFID system with the
existing enterprise information systems. For instance, a tag identifier can be used to
query the database to obtain information about the item, such as shipment orders, in-
voices, repair logs, and so forth. EPCglobal specificationsdefine a standard middleware
for RFID systems [EPCne04]. However, despite vendors’ claims [Al-Jar09], there is no
general-purpose plug-and-play middleware solution and the general functionality must be
tailored to the particulars of an application or an enterprise. Moreover, it should be noted
that RFID applied to industrial environments (e.g. traceability) remains an immature and
evolving technology. RFID middleware should be flexible enough so that it could be
adapted to the future changes with minimal efforts.

1.4 Communications in RFID

1.4.1 Operating Frequencies

The communication frequencies used by RFID systems, both passive and active, range
from 125 KHz to 2.45 GHz depending on the application, as Table 1.1 shows. Operating
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Region LF HF UHF Microwaves
Region 1 125 KHz 13.56 MHz 868-870 MHz 2.446-2.454 GHz
Region 2 125 KHz 13.56 MHz 902-928 MHz 2.40-2.4835 GHz
Region 3 125 KHz 13.56 MHz 950-956MHz 2.427-2.470 GHz

Table 1.2: Regional Frequency allocations for RFID

frequency is directly related to the desired radio coverage. Four carrier frequencies are
standardized:

• LF: Low Frequency, 125 KHz.

• HF: High Frequency, 13.56 MHz.

• UHF: Ultra High Frequency, 850-950 MHz.

• Microwaves: 2.45 GHz.

The International Telecommunication Union-Radiocommunications sector (ITU-R) is
responsible for the management of the frequency spectrum worldwide. It divides the
world into three regions:

• Region 1is regulated by the European Conference of Postal and Telecommuni-
cations (CEPT) whose main responsibilities include frequency and output power
assignment. This region includes Europe, Africa and the Middle East.

• Region 2is regulated by the Federal Communications Commission(FCC). The re-
gion includes North and South America and Pacific Rim East, comprising the coun-
tries located on the east coast of the Pacific Ocean.

• Region 3is regulated by the Ministry of Public Management, Home Affairs, Posts
and Telecommunication (MPHPT) of Japan. The region includes Asia, Australia
and the Pacific Rim West, comprising the countries located onthe west coast of the
Pacific Ocean.

RFID tags and readers usually do not require a transmission license, since they are
classified as Short Range Devices (SRD) but have to comply with different local regu-
lations to prevent interferences with frequencies in the Industrial, Scientific and Medical
(ISM) equipment band. The frequency allocations per regionare shown in Table 1.2.

1.4.2 Near Field and Far Field Communications

Passive RFID communications can be categorized into Near-Field and Far-Field Commu-
nications [Finke03] according to the way tags are powered from the reader (see Figure
1.2). In Near-Field Communications (NFC) the tag extracts the energy from the magnetic
field generated by the reader. Tags incorporate a small coil,where an electric current is
induced by this magnetic field. The voltage between the two coil ends is rectified and
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coupled to a capacitor. Then, the charge accumulated is usedto power the tag. NFC strat-
egy is common for RFID systems in the LF or HF bands. In Far Field Communications
(FFC), the incident electromagnetic radiation causes a difference of potential at the tag
antenna which charges a capacitor that powers the tag. FFC strategy is used in UHF and
microwave bands.

The theoretical boundary between NFC and FFC depends on the frequency used.
For UHF RFID antennas (whose size is comparable to the wavelength), the approximate
boundary between FFC and NFC is given as2D2

λ
meters, whereD is the antenna side size

andλ is the wavelength. In LF and HF, the boundary between FFC and NFC is established
at λ

2π
meters. An overview of FFC and NFC can be found in [Leckl05].

1.4.3 Modulation Procedures

RFID systems operate according to three different modulation techniques [Finke03]. We
briefly introduce them:

• Amplitude Shift Keying(ASK). Amplitude modulation can provide a high data rate
but with low noise immunity. For a given reference, a higher amplitude is assumed
as a “1” and a lower one as a “0”.

• Frequency Shift Keying(FSK). This modulation uses two different frequencies to
transmit data. FSK provides very strong noise immunity, butthe data rate achieved
is lower than with other modulations.

• Phase Shift Keying(PSK). This modulation technique is similar to FSK except that
only one frequency is used, and the shift between “0” and “1” is accomplished by
shifting the phase of the backscatter clock byπ radians. PSK provides fairly good
noise immunity, suitable for a moderate simple reader, and afaster data rate than
FSK.

EPC-C1G2 allows to use all of them, although current readersoperate only in one
modulation.

1.5 Standards

Lack of standardization has traditionally been one of the main impediments for the wide
scale adoption of RFID technology. Standards guarantee theinteroperability among read-
ers and tags of different manufacturers. However, the coexistence of multiple standards
may cause the opposite effect by confusing the market.

In the past, each country used to sanction its own regulationfor RFID frequencies
and transmission specifications. The proliferation of local and regional standards pre-
vented to some extent the spread of RFID technology. In recent years, several regulatory
bodies, standard development organizations, and industryconsortia such as the European
Telecommunications Standards Institute (ETSI) [ETSI-R],EPCglobal [EPCgl05] and the
International Standardization Organization (ISO) [ISO03], collaborated on a single global
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Figure 1.2: Near-Field and Far-Field Communication in RFID

standard for active and passive systems: EPC-C1G2, which joined characteristics from
previous standards [Kleis05].

EPCglobal was created in 2004 as a consortium to lead the development of industry-
driven standards for the EPC that supports RFID. The membersof EPCglobal include
industry leaders and organizations such as EAN International, UCC, the Gillete Com-
pany, Procter & Gamble, Wal-Mart, Hewlett Packard, Johnson& Johnson, Checkpoint
Systems, Auto-ID Labs, and others. The main goal of EPCglobal is to increase visibility
and efficiency of supply chains and to improve the quality of the information flows among
companies and their trading partners.

EPC-C1G2 is regarded as the “worldwide standard to RFID systems” because it has
been implemented to satisfy all the needs of the final customer, irrespective of the geo-
graphic location. Thus, an EPC-C1G2-compliant tag conforms other group of standards:
ETSI EN 302 208-1, ETSI EN 302 208-2, ISO/IEC Directives-2, ISO/IEC 3309, ISO/IEC
16961, ISO/IEC 15962, ISO/IEC 15963, ISO/IEC 18000-1, ISO/IEC 18000-6, ISO/IEC
19762, Code of Federal Regulations (CFR) (Title 47: Telecommunication, Chapter 1:
Federal Communications Commission, Part 15: Radio Frequency devices) and EPCglobal
Tag Data Standards (Fast Moving Consumer Goods, FMCG, RFID Physical Require-
ments Documents, EPC-C1G2 UHF RFID Implementation Reference).

Although EPC-C1G2 was designed also for active RFID systems, it has not been
introduced by manufacturers. Instead, ISO/IEC 18000-7 (also known as DASH7) is the
most extended standard [ISO03]. It has been widely deployedin the USA Department of
Defense (DoD). In addition, it consolidated its use in non military sectors in numerous
markets. ISO/IEC 18000-7 has rapidly become thede factoglobal standard for active
UHF RFID solutions.

ISO/IEC 18000-7 defines the Physical and Medium Access Control (MAC) layer as
well as the communication protocol for active RFID systems communicating at 433 MHz.
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Although ISO/IEC 18000-7 standard was ratified in 2004, and underwent subsequently
modifications in 2008 and 2009, several open issues can be still found in e.g.data encryp-
tion, tag-to-tag communications and other aspects that mayimpact interoperability.

With the aim at improving ISO/IEC 18000-7 and extending its use, more than 20 RFID
vendors, users and researchers have formed the Dash-7 Alliance [Dash7], an independent
industry action group whose purpose is to promote the use of ISO/IEC 18000-7 active
RFID technology.

The identification procedure of both EPC-C1G2 and ISO/IEC 18000-7 standards is
studied deeply in Chapters 2 and 5.

1.6 Privacy and security

The RFID technology raises concerns regarding the privacy issues for individuals and
organizations because the tags can be read by external parties without the owner’s knowl-
edge [Juels06, Peris06]. RFID threats affect individuals and businesses. The main risk to
personal privacy is that a tag with a unique identification number can be used to track a
person. In the case of commercial entities, corporate espionage threat is the most impor-
tant risk. Policy and regulation-based solutions have beenproposed to improve privacy
protection in RFID systems in [Sarma03, Juels07]. Nevertheless, these proposals are not
easy to implement and to manage. Some of the technical solutions suggested in scientific
literature are described briefly here:

• EPC Kill. The Auto-ID Center designed the EPC Kill command as a pro-privacy
technology. The principle of this command is “dead tags do not talk” and so it is
applied. For instance, when tags pass through a checkpoint in a shop, they receive
a “kill” command from the reader to deactivate themselves permanently. As an
alternative to killing, tags can be attached to a product price tag and discarded at the
point of sale.

• Encryption. The idea behind this solution is to store encrypted serial numbers into
the tags. However, this procedure presents some problems regarding the distribution
and management of keys. In addition, encryption does not protect from tracking
because an encrypted serial number is, in essence, a static identifier that can help to
track a tag.

• Passwords. Current tags have enough resources to verify passwords. The idea is
simple: a tag does not send information unless it receives the right password. The
problem is that a reader would not know the password to send without determining
the tag’s identity beforehand. However, this approach would be applied in specific
environments where only one reader interacts with a known group of tags.

• Pseudonyms. Besides the product data, tags store a list of pseudonyms. Every time
a tag must be identified by a reader, the tag selects one pseudonym from its list and
sends it to the reader. The reader maintains the corresponding lists of pseudonyms
for each tag. When the reader receives the pseudonym, it checks the lists to confirm
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the tag’s identity. This makes the solution vulnerable to anattack where the same
tag is scanned repeatedly to force it to reveal all the pseudonyms that it stores.

• Blocker tags. The idea behind them is that a group of tags (e.g., tags attached
to consumer items in a supermarket) create an RF environmentthat is hostile to
unauthorized readers. A blocker tag is specifically configured to be read only by
authorized scanners, for example, the readers installed ina given supermarket. This
mechanism requires that a list of valid readers are known previously by the tags.

1.7 Collision problems

When two or more tags/readers transmit simultaneously, a collision may occur. Several
collision types exists:

• Single reader-multiple tagscollisions. Multiple tags are in the reading range of
the same reader and respond simultaneously. The reader is unable to interpret the
signals received.

• Multiple readers-single tagcollisions. Only one tag is in the read range of multiple
readers. The interferences occur when the outgoing signalsfrom the neighboring
readers collide with the tag transmission.

• Reader-readercollisions. Multiple readers are configured to operate in the same
channel, interfering each other.

Collisions cause the loss of identities and control commands, producing delays in the
identification process, and may even cause that tags leave the workspace unidentified. In
order to minimize collisions, the RFID systems incorporateanti-collision mechanisms.
Several proposals have been introduced with the aim of minimizing the collision prob-
lems in RFID systems, suggesting new anti-collision protocols that outperform current
standards. These collision resolution methods depend on the RFID technology: in active
RFID, the collision resolution is not only mandatory to reduce the identification time, but
also to decrease the tag energy consumption in order to maximize the batteries lifetime. In
this case, tag hardware permits putting forward sophisticated anti-collision mechanisms.
On the other hand, in passive RFID, the extreme simplicity ofthe tags is a hard constraint
in order to design new collision resolution methods. However, some approaches have
been proposed, where the anti-collision complexity reliesexclusively upon the reader.

Discussion of these three types of collisions resolution methods is addressed in Chap-
ters 2, 5 and 4.

1.8 Energy consumption

Active RFID systems are demanding in terms of power consumption. Therefore, en-
ergy saving is mandatory to increment the operation lifetime. The major sources of
energy waste are related to radio communication issues [Akyld02]: namely collisions,
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idle listening, and overhearing. In [YeW04] it is stated that idle listening is the dom-
inant factor. It arises if active tags are continuously listening to the channel. Thus,
a key mechanism to save energy is to turn off the radios duringperiods of inactivity
[Akyld02, Stemm97, Schur08]. Other energy saving methods initially intended for WSN,
such as [ZhouF04, Kubic03, Takag84, ChenY03], can be implemented (with slight mod-
ifications) in active tags. A detailed discussion of the energy consumption problem in
active RFID is addressed in Chapter 5.

1.9 Advantages of RFIDvs. Barcodes

Despite of privacy issues and collision problems, RFID has several advantages over the
traditional identification systems based on barcodes, the original technology that drove the
revolution in automatic identification systems. The main advantages of RFID compared
with barcodes are:

• Read/Write Data. Tags can store data about the objects to which they are attached
to. Information can be written or read by a reader at distances that can reach up to
a few hundred of meters in the case of active tags.

• Storage capacity. A passive tag is able to store 30 times moredata than a barcode
and active tags 100 times more data [Finke03].

• Environmental information. Active tags can obtain real-time information about the
carrier object through different sensors: temperature, vibrations, etc.

• Simultaneous identification. With traditional identification systems using barcodes,
items must be read individually and manually to guarantee their successful identifi-
cation. RFID provides simultaneous identification of a potentially large number of
tags placed in its read range.

• Line-of-sight-free limitations. Tags can be identified without the need for line-of
sight communication, even in the presence of obstacles.

• Resilience to forgery. Identifiers with barcodes can be easily replicated, by simply
scanning and printing them. On the contrary, copying an RFIDtag is not trivial for
unskilled people.

Table 1.3 summarizes the main features that distinguish RFID from barcode technolo-
gies.

1.10 Research topics in RFID

Despite RFID spread, there is still a number of technical open issues and ongoing activities
of research in passive and active RFID fields. Some of the mostimportant points on
passive technology are:
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Characteristics RFID Barcodes
Writeable Read/Write Read only
Quantity of data Up to Kbytes Up to 100 bits
Read speed ms s
Read distance Up to 100 m Up to 2 cm
Data Format standard Few Many
Dirt influence No effect Very high
Sight obstruction No effect Very high
Effects of degradation /wear None Susceptible
Unauthorized copy Ciphering Susceptible
Cost Depends on the tag Inexpensive

Table 1.3: Comparison of RFIDvs.Barcodes

• To enhance the Physical layer performance:

– Decreasing the absorption and reflection effects caused by the metals and liq-
uids. In many applications, the carrier of the tag contains liquids and/or met-
als. Also metallic environments, where RFID systems are commonly installed,
increase the reflection effects, degrading the communications. Research is
carried out in the design of new antennas as well as new shapes, sizes and
materials to make tags less sensitive to these phenomena.

– Attenuating electromagnetic noise and improving signal detection. RFID sys-
tems are usually installed in noisy scenarios: industrial warehouses, produc-
tion chains, etc. Researchers study how to minimize interferences in these
environments, studying the effect of antenna orientation,tag position, etc.

• To enhance the MAC and upper layers performance:

– Designing new middleware platforms which permit to interconnect and ex-
change data from thousand of RFID systems and mixed applications.

– Solving security and privacy problems. RFID technology exhibits confidence
problems due to the lack of privacy. Institutions study new ways for data
encryption and secure communication protocols.

– Improving reading efficiency with new anti-collision algorithms which mini-
mize collisions among tags. Optimizing the configuration parameters of the
protocols. Previously to those actions, the mathematical characterization of
the systems is mandatory.

– Minimizing collisions in dense reader environments, that is, scenarios sen-
sitive to collisions among readers. Since standards do not endorse efficient
mechanisms to work properly in these scenarios, researchers study new sched-
ulers and protocols to manage and allocate resources among readers with the
aim of minimizing collisions and maximizing efficiency.

In active RFID, the research topics are mainly focused on:

• In Physical layer, enhancing energy savings:e.g.switching off tags during inactiv-
ity periods and with new hardware designs, etc.
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• In MAC and upper layers, research topics are similar to passive RFID, including
energy constraints.

All these topics affect notably the RFID performance. In thenext sections the moti-
vations and specific goals of this doctoral thesis are discussed. Finally, we describe the
structure of following chapters, indicating the scientificcontributions.

1.11 Motivation and goals of this thesis

Anti-collision methods for RFID have been extensively studied yielding to different pro-
posals with the aim of enhancing reading procedures. One of the goals of this thesis
has been to analyze and compute the reading performance of the relevant proposals, in-
cluding standards and providing suitable criteria to select among them. In addition, new
anti-collision algorithms, which outperform the previousones, have been proposed in this
work. Such new algorithms have a lower computational cost which enable feasible imple-
mentation in current readers. Besides, we have detected that the lack of previous studies
about the optimal configuration of the standard protocols inpassive RFID systems. Hence,
another goal of this thesis has been to discuss the optimal configuration methodology for
specific scenarios where a passive RFID system can be installed. Finally, in passive dense
reader environments, the objectives have been to review scheduling strategies that mini-
mize multi readers-single tag and reader-reader collisions. From the comparative results,
the key properties for an efficient scheduler are extracted,as well as some network re-
quirements disregarded in previous works: network topology, reader transmission power,
etc.

1.12 Structure and contributions

The rest of the thesis is organized as follows:

• Chapter 2 reviews the most relevant anti-collision algorithms to handle/avoid col-
lision in passive RFID systems. This analytical study is focused on scenarios with
one reader and multiple tags and probabilistic algorithms,computing their effi-
ciency and their computational cost. The shortcomings extracted from the study
help us to propose a new feasible anti-collision algorithm,Multi-Frame Maximum-
Likelihood Dynamic Frame Slotted Aloha(MFML-DFSA), which outperforms and
solves some of the problems detected. This chapter is supported by the following
publications [Anger10], [Bueno08a], [Bueno09a], [Bueno09c], and [Vales10c].

• Chapter 3 analyzes the identification performance of passive EPC-ClG2 RFID sys-
tems in different scenarios. Besides, theCapture Effect(CE) phenomenon is intro-
duced in the study of the reading performance. The analysis is addressed by means
of Discrete Time Markov Chains(DTMC), and relevant results are extracted to meet
the best identification performance. The analytical results are confirmed by means
of simulations and by a set of measurements performed on a real passive RFID
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system. The work of this chapter has been published in [Bueno08b], [Bueno09b],
[Bueno10b], [Vales10a] and [Vales10b].

• Chapter 4 studies in depth the collision problems in passiveDense Reader Environ-
mentsand the solutions proposed by the current standards, by the European regu-
lations, in research proposals as well. Most of them intend to minimize collisions
by means of simple techniques: transmission power control in readers, disconnec-
tion of interfering readers, resources allocation (frequencies, time units) following a
determined scheme, etc. These alternatives are compared interms ofusabilityand
efficiency, and key design properties for schedulers are identified. The following
publications [Bueno09d] and [Bueno10a] present the outcomes of this chapter.

• Chapter 5 reviews the current anti-collision standards foractive RFID systems:
ISO/IEC 18000-7 and EPC-C1G2, as well as the proposals suggested for WSN that
can be applied to active RFID. We take into account the carrier sense capabilities
of active tags to suggest two anti-collision procedures: a p-persistent CSMA option
which enables to minimize the period of tag activity, and a non-persistent CSMA
which uses the optimal mechanism described in [TayYC04] to minimize collisions.
Both proposals are evaluated analytically and achieve a notable energy reduction.
The publications related to this chapter are: [EgeaE07a], [EgeaE07b], [EgeaE08],
[Rodel07], [Vales07a], [Vales07c], [Vales08b] and [Vales08c], [Vales08d].

• Finally, Chapter 6 presents the main conclusions drawn in this thesis and discusses
future works.
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In this chapter we give an overview of the most extended anti-collisions proposals
for passive RFID systems, at the Physical and MAC layers, as well as of the EPC-C1G2
standard. As we will discuss, proposals for the Physical layer are not cost-effective due
to passive RFID technology restrictions. For that reason, collision solutions are com-
monly implemented at the MAC layer. This chapter studies theMAC mechanisms based
on Aloha protocols, more specifically on Dynamic Frame Slotted Aloha (DFSA) pro-
tocols, since their reading efficiency outperforms any other mechanisms. We point out
some faulty formulae of previous works which may lead to incorrect algorithm behavior
and their incompatibilities with the current standard. These shortcomings have led us to
propose the Multi Frame Maximum Likelihood DFSA (MFML-DFSA), a new feasible
DFSA algorithm which can be seamlessly integrated in current RFID readers. The per-
formance of the algorithm proposed is evaluated and compared with the best alternatives
studied, also performing a computational cost analysis. MFML-DFSA improves current
DFSA proposals in terms of better average identification time and computational cost.



Chapter 2. Anti-collision protocols in passive RFID systems

2.1 Anti-collision mechanisms at the Physical layer

Numerous multi-access and anti-collision protocols have been developed with the aim of
separating colliding signals at the Physical layer. FDMA, TDMA, SDMA, CDMA and
CSMA are the most extended and available alternatives [Finke03]. They will be briefly
reviewed in the next paragraphs:

• Frequency Division Multiple Access(FDMA). The channel is divided in different
sub-channels and tags are distributed among them. In RFID systems, this tech-
nique adds complexity (and cost) to the readers, since dedicated receivers for each
channel are required. Besides, tags should be able to distinguish between different
frequencies and select the sub-channel of interest. Only active tags achieve such
functionality.

• Time Division Multiple Access(TDMA). A single channel is divided in time slots
that are assigned to tags. One of the most important featuresof this technique is that
the tags must be synchronized to send their information in the slot selected. This
technique can be directly applied to RFID. For passive RFID systems, the simplicity
of tags requires the reader to control the (centralized) synchronization. For active
RFID systems, synchronization can be either centralized ordistributed (tags control
synchronization themselves).

• Space Division Multiple Access(SDMA). This technique reuses resources (channel,
time-slots, etc.) over separated areas, providing a high increase in efficiency. It can
be applied in scenarios with a single reader using multiple antennas with reduced
read range. The main drawback is the cost of implementing thearray of antennas.

• Code Division Multiple Access(CDMA) uses spread-spectrum modulations to trans-
mit the data over the entire spectrum. CDMA is the ideal procedure for many ap-
plications,e.g.navigation systems. However, CDMA complexity is not affordable
in passive RFID systems, nor in many active devices.

• Carrier Sense Multiple Access(CSMA). In this case, tags sense the channel before
sending their information. If there is no ongoing transmission, they begin their own
identification message. This mechanism can only be used withactive tags because
passive tags cannot monitor the channel.

New reactive inter-layer procedures are currently being explored, which extract useful
information from colliding signals and apply it in anti-collision procedures at the MAC
layer:

• The application ofRadar-Cross-Section(RCS) mechanisms was proposed in the
field of RFID in [Khasg09]. The number of collided tags is estimated by RCS
analysis. Then, aMinimum Distance Detector(MDD) is used to decode colliding
signals. However, this technique is only useful for collisions where just two tags are
involved. In fact this mechanism has only been suggested forISO/IEC 18000-6C
as the underlying standard [ISO03].
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• Constellations analysis computesIn-phase-Quadrature(IQ) constellations produced
by additive simultaneous tag responses, and determines symbol decoding regions of
incoming transmissions. This technique has been describedfor LF RFID systems
in [ShenD09] and for UHF in [Anger10].

Finally, we should remark that although many of these techniques are still immature,
they are feasible and compatible with current protocols andtags.

2.2 Anti-collision protocols at the MAC layer

The protocols reviewed in this section have specifically been proposed for RFID systems
at the MAC layer so as to reduce collisions in scenarios with asingle reader and multiple
tags.

2.2.1 Tree based tag anti-collision protocols

Tree-based anti-collision protocols put the computational burden on the reader. The reader
attempts to recognize a set of tags in the coverage area in several interrogation cycles.
Each interrogation cycle consists of aQuerypacket, sent by the reader, and the response
of tags in range. If the set has more than one tag, a collision occurs and the mechanism
splits the tags into two subsets. The reader keeps on performing the splitting procedure
until eventually each set has a single tag. Tree-based protocols are not efficient when the
number of tags to recognize is large, due to the increase in identification delay. Tree based
anti-collision protocols can be classified into two groups:

• Query Tree protocols[HushD98, Jacom99, LawC00]. These protocol work as fol-
lows (see Figure 2.1): the reader starts splitting a set of tags by sending aQuery
packet with one bit set to 0 or 1. Tags in coverage receive the packet and those tags
whose prefix matches the bit sent by the reader transmit theiridentification number.
If there is a collision, the reader adds another bit set to 0 or1 to the prefix of the
last Querypacket and sends a newQuery. The mechanism continues expanding
the query tree until a successful response takes place. It means that a branch of
the query tree has been built and that one tag has been identified. Then, to identify
the rest of tags, the reader must send newQuerypackets with other combination of
bits in the prefix until all tags have been recognized. Query Tree protocols are also
called ‘memoryless’ protocols because tags do not need to have additional memory.

• Binary Tree protocols[HushD98, ShihD06, Myung06]. These mechanisms follow
the same procedure that the Query Tree protocols but using additional features in
tags: a random number generator and a counter. These protocols operate as follows:
the reader sends aQuerypacket announcing that a time slot starts. If there is only
one tag in range, it is successfully identified. Otherwise, tags in range respond
during that slot and a collision occurs. The colliding tags randomly generate a
sample that can be 0 or 1. Note that tags are aware of the collision because not
acknowledgement is received from the reader. Based on the particular value, the
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Figure 2.1: Query-tree Protocols

set of tags is split into two subsets of tags. The set of tags which generated the 0
value send their identifier number in the following slot. If there is more than one
tag in the subset another collision will occur, and the subset will be split again.
This procedure continues recursively until the subset is reduced to one tag, that is
identified without collisions.

2.2.2 Aloha protocols

Aloha protocols - also called probabilistic or random access protocols - are the most ex-
tended and used in active and passive RFID (in the UHF band). The popularity of Aloha
protocols comes from the type of scenario where a RFID systemworks. These protocols
are designed to be used in situations where the reader does not know exactly when tags
will pass through its coverage range. In these scenarios, Tree based protocols performs
with a high identification delay that is not suitable for RFID. Aloha protocols are classified
in four main groups:

• The first one is the widely known Pure-Aloha [LeonA96] protocol, which is con-
sidered the simplest anti-collision scheme for passive tags with read-only memory.
This protocol operates as follows: the reader sends aQuerypacket. Tags in range
are energized by the electromagnetic waves from the reader’s signal and wake up,
sending back the information stored. However, readers can not avoid/handle colli-
sions.

• The second group is the Slotted-Aloha protocol [Weise88]. It is based on Pure-
Aloha but time is divided in time units called slots. The mechanism is as follows:
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Figure 2.2: Dynamic Frame Slotted Aloha procedure

The reader, announces the beginning of a slot by means of aQuerypacket. Ev-
ery tag decides whether to transmit in that slot or to wait foranother. Therefore,
packets may either completely overlap (and, hence, collide) or not overlap at all.
Slotted-Aloha outperforms Pure-Aloha at the cost of requiring a reading system
that manages slotted time synchronization.

• The third group, FSA, is a variation of Slotted-Aloha. In FSA, time is also divided
in slots but they are confined to a super-structure called ”frame´´ (or ”cycle´´). Each
frame has a static length ofK slots, and tags randomly select a slot within the
frame to send their information to the reader. FSA has been implemented in many
commercial products and has been standardized in ISO/IEC 18000-6C, ISO/IEC
18000-7 [ISO03] and EPC-C1G2 [EPCgl05]. In FSA, when the number of tags is
much larger than the number of slots, identification delay increases considerably.
On the other hand, if the number of tags is low and the number ofslots is high,
many slots can be empty after the identification process, which leads to increased
identification time [Finke03].

• In Dynamic FSA (or DFSA), the number of slots per frame is variable (see Figure
2.2). When a frame finishes, an identification cycle concludes and the reader has
to decide whether to increase, decrease or maintain the number of time slots in the
next frame. According toSchoute et al.in [Schou83], the optimum throughput (η)
(mean number of tags identified per slot) in a cyclei of a DFSA protocol is achieved
if the number of tagsni equals the number of slotsKi in that cyclei, and this
throughput is given byη=e−1

≈ 0.36. Since the number of tags in range per cycle
is commonly unknown, the reader must estimate the number of tags that are going
to compete in that cycle beforehand possibly through the statistical information
collected on previous cycles. Then, the reader adjusts the frame size to achieve
maximum throughput. Note that it is equivalent to minimize total identification
delay.

In short, FSA is clearly inefficient: if tags outnumber slots, collisions will be fre-
quent. Otherwise, there will be many empty slots. Both situations are undesirable. There-
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fore, DFSA techniques are more appropriate, although the reader must have a method
to guess somehow the number of tags in competition. In the following sections we de-
scribe and analyze the most relevant DFSA proposals, which were comprehensively stud-
ied in [Bueno09c] and [Bueno08b]. We point out some faulty formulae in previous studies
which lead to incorrect algorithm behavior. Finally the MFML DFSA algorithm is intro-
duced. Besides, since most proposals are based on EPC-C1G2,we firstly introduce the
standard and its procedures.

2.3 EPCglobal Class-1 Gen-2

As stated in the previous chapter, EPCglobal is an institution focused on the develop-
ment of industry-driven standards, such as the EPC-C1G2 standard. For passive RFID
systems, EPC-C1G2 includes a set of specifications for the hardware of the passive tags
and for both hardware and software in readers (where the complexity of the identification
procedure can be found).

EPC-C1G2 also defines the format of the data stored in the memory of tags, theElec-
tronic Product Code(EPC). Figure 2.3 illustrates it. EPC data consist of a unique identifier
of 96 bits divided in three fields. The Header is 8 bits long andcontains the tag identifier.
The Global Trade Item Number (GTIN) is the second field and comprises two subfields:
the identification number of the company or manufacturer ID (EPCManager, 28 bits long)
and the manufacturer’s product ID (ObjectClass, 24 bits long). Finally, a Serial Number
of 36 bits codes the information related to an individual item such as price, weight, ex-
piration date, etc. With its 96 bits code (note that 8 bits arereserved for Header), a total
of 268 million companies (228) can categorize up to 16 million different products (224),
where each product category contains a maximum of 687 billion individual items (236).

EPC-C1G2 proposes an anti-collision mechanism based on a variation of FSA. Fig-
ure 2.4 illustrates EPC-C1G2 operation: In the stationary-state (no ongoing identification
process), the reader monitors the environment to detect newtags, using continuousBroad-
castpacket transmissions. Tags in range reply immediately. In case several tags answer
simultaneously, a collision takes place. When the reader detects the collision, it starts a
new identification cycle,i.e. it allocates a new frame which is in turn subdivided in slots,
following an FSA scheme. EPC-C1G2 establishes two identification procedures:

• Fixed frame length procedure(Fixed EPC-C1G2): all identification cycles (frames)
have the same number of slots. It is common to find commercial systems with this
configuration.

• Variable frame length procedure(Variable EPC-C1G2): the number of slots per
frame can be changed by the reader in each identification cycle (DFSA operation).

In the following subsections both procedures are reviewed.

2.3.1 Fixed frame length procedure

An identification cycle starts when the reader transmits aQuerypacket, including a field
of four bits with the valueQ ∈ [0, . . . , 15], stating that the length of the frame will be
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Figure 2.3: Standardized Data format in an Electronic Product Code

of K=2Q slots. Tags in coverage receive this packet and generate a random numberr
in the interval[0, 2Q − 1]. The r value represents the slot within the frame where the
tag has randomly decided to send its identification number ID=r. Inside each frame, the
beginning of each slot is controlled by the reader via transmission of aQueryReppacket,
except in the first slot (slot0), which starts automatically right after theQuerypacket.
Tags use ther value as a counter, which is decreased upon reception of a newQueryRep.
When counterr reaches 0, the tag transmits its identifier ID, which corresponds to the
random value initially calculated for contention. Note that it must be also equal to the slot
number in the frame. After transmitting the ID, three situations are possible:

• If several tags select the same slot, a collision occurs. Thereader detects it and re-
acts starting a new slot with aQueryReppacket (see slot #0 in Figure 2.4). Involved
tags update their counter tor = 2Q−1. That means that they will not contend again
until the next frame.

• If the reader receives theID which matches the current slot number, the reader
responds with anAckpacket. Although all tags receive the packet, only the winner
answers with aData packet (including its EPC code). If the reader receives the
Data packet correctly, it answers with aQueryReppacket, thus starting a new slot.
Besides, the winner tag quits the identification process (see slot #1 in Figure 2.4).
However, if the reader does not receive a correctData packet after a certain time,
it considers that the slot has expired and sends aNack packet. Again, only the
involved tag updates its counter value tor=2Q − 1. Thus, this tag will not contend
again in this identification cycle (see slot #2 in Figure 2.4). After this, the reader
also sends a newQueryReppacket to begin the new slot.

• If the reader does not receive a packet before a given deadline, it is assumed that the
slot is empty, and the reader starts a new one sending a newQueryReppacket.

This procedure continues until the identification cycle finishes. Then, the reader send
a newQuerypacket to start a new cycle. Unidentified tags compete again in the new cycle,
selecting a new randomr value. Eventually, all tags are identified and the procedureends.
This happen when all the slots in a frame are empty.
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Figure 2.4: EPCglobal Class-1 Gen-2: Fixed frame length procedure

2.3.2 Variable frame length procedure

To mitigate the poor efficiency of static frame length EPC-C1G2, the standard suggests a
variable frame length procedure called variable EPC-C1G2 or variable EPC, that selects
theQ value in each cycle/slot by means of an arbitrary function. As Figure 2.5 shows:
when a slot ends, the reader checks if it was empty, successful or with collision. Accord-
ingly, the reader increases, decreases or keeps a floating point variableQfp unmodified.
Then, the nearest integer toQfp is selected asQ, and a newQuerypacket with that value
is sent. VariableC ∈ (0.1, 0.5) (see Figure 2.5) controls frame length selection, and can
be adjusted to improve performance.

2.4 A Classification for DFSA protocols

Establishing a clear classification of all DFSA protocols isnot straightforward. In this
section different perspectives are considered [Bueno09c]:

How is the protocol operation modified? Frame structure can be adjusted in two ways:
(i) controlling the number of slots in the frame withQ, or (ii) resetting the identi-
fication cycle at any time, by sending a newQuerypacket with the same (or a new)
Q value. Throughout this chapter, we call themQ-control andQ-resetoperation,
respectively.

Which data is used to compute length or reset the frame?DFSA readers can monitor
different variables to take operative actions. In a given cycle, it is possible to extract
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three variables: the number of slots filled with exactly one transmission (hence-
forth, id), the number of empty slots (e), and the number of slots with collision
(c). Let us remember thatK is used to denote the frame length. Notice that it is
possible to relate the previous variables sinceK = 2Q = id + e + c. Therefore,
two variables in the set{id, e, c} give full information about a cycle. In fact infor-
mation of several cycles may also be used, in which case we will label the variable
corresponding to thei-th cycle with ani subscript(Ki, Qi, idi, ei, ci). To summa-
rize, we endorse a classification according to the monitoredset: SFSP, or Single-
Frame Single-Parameter (id, e, or c); SFFP, or Single-Frame Full-Parameter (two
in id, e, c); MFSP, or Multi-Frame Single-Parameter; and MFFP, or Multi-Frame
Full-Parameter. Clearly, the performance of the algorithmwill be directly related
to the cardinality of this set and the quality of the information. Single-frame makes
sense in case of continuous tag flow, since frame informationquality degrades with
age. Instead, multi-frame is advisable if new tag populations do not appear until
the previous set has been completely identified. The reader may also enforce this
behavior. For instance, if a conveyor belt carries the tags,the reader can control it.

How is frame length selected?Every time a newQuerypacket is sent, the DFSA proto-
col computes itsQ parameter. Depending on how this value is selected we classify
protocol operation into two categories:(i) Direct and(ii) Indirect Qselection. In
the former, some heuristic returns the value ofQ. Many of these heuristics also
determine if the current frame must be reset or not,i.e. they operate usingQ-reset.
In the latter, the algorithm first estimates the number of tags n̂ that competed in
the previous cycle. The expected number of competitors in the next cycle will be
(n̂ − id). Then,Q is selected as a function of̂n. There are different ways of
calculatingn̂: heuristically, through Bayesian inference, through Maximum Like-
lihood (ML) estimation, etc. With Bayesian inference, the goal is to compute the
a-posterioridistribution of the number of competing tags. In fact, this distribution
can be upgraded cycle-by-cycle to obtain a more precise estimation (for multi-frame
information sets).Q can be calculated as the value that maximizes the expected
identification rate for the next cycle, or even as the value that minimizes some loss
function defined over then domain. In the ML estimation, the probability of ob-
serving a given sample set is computed as a function ofn. Let n̂ reach its maximum
and letQ also maximize the expected identification rate.

2.5 Analysis of DFSA protocols

Table 2.1 shows a classification of the main DFSA proposals, according to the criteria of
the previous section. We consider four major groups of protocols, each one stemming
from a different root or operative foundation: variable EPCglobal protocols, indirectQ
heuristics, Error Minimization estimators and ML estimators.
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Figure 2.5: EPCglobal Class-1 Gen-2, variable frame-length procedure
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2.5.1 Variable EPCglobal protocols family

As already discussed, EPC-C1G2 [EPCgl05] proposes the variable frame-length mecha-
nism as an alternative to the fixed frame-length scheme. It adjusts the frame length slot-
by-slot (Q-resetoperation), following the heuristic shown in Figure 2.5. Inthis scheme,
the value ofC directly affects the slot-by-slot mechanism. The standarddoes not specify
the selection ofC. It only recommends using high values if the previousQ value was low
and vice versa. This lack of definition has led to many different alternatives.

In [LeeD07] the authors propose theQ+− algorithm. Since theQuerypacket length
(22 bits) exceedsQueryReppacket length (4 bits),Querypackets are only sent if the calcu-
latedQ value differs from the previous one. Otherwise, aQueryReppacket is transmitted.
Besides, theC variable is replaced by two new variables:Ci andCc. The former is used
when the reader detects an empty slot. The latter is applied when the reader detects a col-
lision. The authors propose computational methods to obtain them regardless of whether
the number of competing tags is known (or can be estimated). However, they neither pro-
pose a way to determine the number of tags, nor suggest how to estimate it. In fact the
authors only compare theQ+− algorithm with the EPC-C1G2 in its fixed frame length
procedure, instead of the variable one. Thus, their resultsare not conclusive. In [JoeI07]
the authors describe theOptimum-Cprotocol, which calculates the optimumC value and
compares it to the previousQ value. The authors simulate a passive RFID system for
Q ∈ [0, . . . , 15], and, for eachQ, for C ∈ [0.1, . . . , 0.5], only in 0.1 steps. Finally, they
offer the value that achieves the best identification delay.As in [LeeD07], theOptimum-C
protocol is compared with fixed EPC-C1G2 and the protocol in [Vogt02].

TheSlot-Count-Selection(SCS) algorithm in [Danes07] improves the variable EPC-
C1G2 procedure. As in [LeeD07], there are two control parameters (C1 andC2) instead of
a singleC. They are calculated slot-by-slot, as a function of other parameters that mainly
depend on reader-to-tag (R-T) and tag-to-reader (T-R) datarates. It is suggested to set
C2 ∈ [0.1, 1] andC1 = 0.1. Authors claim a great improvement of performance in com-
parison to the variable EPC-C1G2 procedure. They assume that R-T is set to 64 kbps and
T-R is constant for each simulation, in the range 16 kbps≤ T-R ≤ 128 kbps. However,
this assumption is not correct, since the R-T value set affects the final T-R. In particular,
with R-T= 64 kbps, T-R must be 170 kbps≤ T-R ≤ 640 kbps. The correct value of T-R
actually depends on the modulation and data encoding assumed [EPCgl05], but the au-
thors did not compute T-R this way. Following the standard’sspecifications,C1 andC2

should be computed assuming T-R and R-T data rates of 40 and 80kbps, respectively.
Moreover, in variable EPC-C1G2 tests, they setC=3, but the standard recommends estab-
lishing variable values regarding theC value, in order to get a better response. Therefore,
results in [Danes07] have to be reanalyzed.

2.5.2 Indirect Q Heuristic family

Indirect Q heuristics computên by means of some heuristic, and then adjust the frame
length (K) to achieve the best throughput. They only use information of the last frame.
The first DFSA indirectQ heuristic was proposed in [Schou83] (calledSchoutein this
thesis) and its authors selected the number of competing tags (̂n) in the i-th frame as:
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n̂i = 2.39 · ci (2.1)

and established the next frame length to:

Ki = round(n̂i − idi) (2.2)

Equation (2.1) is computed assuming that the number of competing nodes follows
a Poisson distribution of mean 1. Evidently, this does not hold in general. Actually,
the frame length from equation (2.2) does not satisfy the power-of-two constraint im-
posed by the standard. Recent analysis in [DengX08, Rives87, ChaJR05, TongQ07] have
also adopted the same heuristic to computen̂, stating that frame length must be selected
according to the standard constraints. However, none of these studies indicate how to
compute the optimalQ value. Another heuristic, theLower Boundestimation [Vogt02],
defines:

n̂i = idi + 2 · ci (2.3)

This trivial (every collision involves at least two tags) and inaccurate lower bound has
deserved some attention [Abder07].

In the estimation method proposed in [ChaJR06], as a simplification, the authors as-
sume a binomial distribution of the number of tags that select each slot (with success
probabilityp = 1

K
). They define theC-ratio as the ratio between the number of slots with

collision and the frame size. Since the collision event is the complementary of the empty
slot or single-tag ones, theC-ratio is calculated at the end of everyi frame as:

Cratio
∆
=

ci

Ki

= 1 −

(
1 −

1

Ki

)ni
(

1 +
ni

Ki − 1

)
(2.4)

The second part of equation (2.4) is evaluated for eachni ≥ 2·ci+idi andn̂ is the value
that gives the closest approximation to theC-ratio. However, this formula is undefined
when the numbers of collision slots and frame slots coincide, ci=Ki. This may occur for
short frames and many competing tags. Despite this, other works such as [Abder07] have
considered this estimation.

The estimation method in [Wang07] (calledWangin this thesis) also assumes inde-
pendent binomial distribution of the tags in each slot as follows:
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Ki

=

ni∑
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ni

j
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1

Ki

)j (
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1
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)ni−1

(2.5)

Unlike the previous proposals, the simplen̂ estimator in [ChenW06a] (calledChen-1
in this thesis) is the following SFFP estimator:

n̂i = (Ki − 1)
idi

ei

(2.6)

Nevertheless, this estimator has shortcomings. Ifidi=0, it selectŝni=0, but it must
be n̂i ≥ 2 · ci. For ei=0, the value of̂ni is undefined. In this case, the authors suggest
applying an upper bound to estimate the number of tags.
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Finally, we must remark that these heuristics do not provideany procedure to select
the optimalQ value for the next frame.

2.5.3 Error Minimization estimator

In [Vogt02] the author proposes a SFFP procedure based on Minimum Squared Error
(MSE) estimation, theMSE-Vogtestimator. It minimizes the Euclidean norm of the vector
difference between actual frame statistics and expected values. Equation (2.7) assumesn
tags in the access procedure. Let the value ofn that minimizes the error be:

n̂i = argmin
n





∣∣∣∣∣∣




idi

ci

ei


−




E {id|ni}
E {c|ni}
E {e|ni}



∣∣∣∣∣∣



 (2.7)

where random variablese, id and c represent the number of empty, successful and
collision slots respectively. Their expected values are computed assuming independent
binomial distribution of the tags in each slot as follows:

E {e|ni} = Ki

(
1 −

1

Ki

)ni

(2.8)

E {id|ni} = ni

(
1 −

1

Ki

)ni−1

(2.9)

E {c|ni} = Ki − E {id|ni} − E {e|ni} (2.10)

Let n̂ be the value ofn that minimizes equation (2.7). A limitation in [Vogt02] is
that the performance of the algorithm is only compared against a heuristic from the same
study, which is compatible with the I-code system [ICODE], but it has not been evaluated
for the EPC-C1G2 standard.

In [Knerr08] the authors propose a Minimum Squared Error estimator based on a slot-
by-slot procedure (MSE-Knerr), modifying the estimator of[Vogt02] in order to improve
its response. They propose aQ-resetoperation based on the error function in equation
(2.7). However, they do not specify when the reader must reset the cycle to get the best
performance. The statistical information of several previous cycles improves the estima-
tion (MFFP operation), using the following equation:

n̂i = argmin
n
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∣∣∣∣∣∣




idi

ci

ei


−




E {id|ni}
E {c|ni}
E {e|ni}



∣∣∣∣∣∣
+

i−1∑

p=1
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−


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E {id|np}
E {c|np}
E {e|np}



∣∣∣∣∣∣



 (2.11)

That equation minimizes the cumulative error function. Although this is proposed as
an enhancement to [Vogt02], it is instead compared against the heuristic in [Schou83] and
the ML estimator by the same authors [Knerr08-2].
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2.5.4 Maximum Likelihood Estimators

The main idea behind this group of estimators is to compute the conditional probability
of some observed event (or set of events) assuming thatn nodes are undertaking the iden-
tification process, and select then that maximizes such probability. The main chores of
these algorithms are the exact formulation of this conditional probability, and the extra
computational cost, which may render them unusable.

In [ChenW06b] the authors proposed a ML algorithm derived from the occupancy
problem described in [Feller70] (calledChen-2 in this thesis). The estimator is aQ-
controlSFSP mechanism. When a cycle ends, the reader calculates theprobability to find
ei empty slots and selectŝn as follows:

n̂i = arg min
ni≥idi+2ci

{P (Ki, ei|ni)} (2.12)

Pr (Ki, ei|ni) =
(−1)ei Ki!

ei!K
ni

i

Ki∑

j=ei

(−1)j (Ki − j)ni

(j − ei)! (Ki − j)!
(2.13)

Note that this is an exact computation, unlike previous groups of protocols, which
assumed independent identically distributed (iid) binomial or Poisson distributions of tags
in each slot. As a drawback, its performance has only been tested against the heuristic in
[Vogt02] and EPC-C1G2 with fixed frame length procedure [EPCgl05].

[Khande07] presents an algorithm similar to the one proposed in [ChenW06b], point-
ing out the computational unsuitability for large values ofKi andni and proposing the
heuristic estimator of equation (2.12) as an alternative. Nevertheless, this heuristic is
erroneous whenei = 0, becauselog(0) -which is not defined- appears in the numerator.

n̂ =
log
(

ei

Ki

)

log
(
1 − 1

Ki

) (2.14)

In [Knerr08-2], the authors improve the study published previously in [Knerr08], propos-
ing the Slot-by-Slot Maximum Likelihood (SbS) estimator that uses the number of empty
slots as well as the number of identified tags in its calculations. The authors propose
this algorithm as aQ-resetmechanism. However, they do not provide any decision rule
regarding cycle restart. The probability formula in [Knerr08-2] can be reduced to:

Pr(Ki, ei, idi|ni) =
ki!ni!

ei!idi!k
ni

i

min{ci,(ni−idi)}∑

j=0

(−1)z

z!

min{ci−zi,ni−idi}∑

j=0

(K − 1)j

j!

(ci − z − j)ni−idi−j

j! (ci − z − j)! (ni − idi − j)!

(2.15)

However, both the original and the reduced formulae are erroneous: they return nega-
tive probabilities in some cases (e.g.ci = 1, idi = 1 ei = 1, Ki = 4, for ni ≥ idi + 2 · ci),
and we have found out that in other configurations where results are positive, they do not
coincide with the simulated results.
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Protocol Operation Data Q selection Order
Variable EPC-C1G2 Q-reset SFSP Direct Constant

Q+− Q-reset SFSP Direct Constant
Optimum-C Q-reset SFSP Direct Constant

SCS Q-reset SFSP Direct Constant
Schoute Q-control SFSP Ind., HeuristicQ = N O(n)

Lower Bound Q-control SFSP Ind., HeuristicQ = N O(n)
C-ratio Q-control SFSP Ind., HeuristicQ = N O(n)
Wang Q-control SFSP Ind., Heuristic O(n2)

Chen-1 Q-control SFFP Ind., HeuristicQ = N O(n)
MSE-Vogt Q-control SFFP Ind., MSEQ = N O(n)
MSE-Knerr Q-reset MFFP Ind., MSEQ = N O(n)

Chen-2 Q-control SFFP Ind., ML Q = N O(n)
SbS Q-reset MFFP Ind., ML Q = N O(n)

Chen-3 Q-control SFFP Ind., ML Q = N O(n)
Floerker Q-control MFFP Ind., ML Q = N O(n2)

Table 2.1: Comparison of DFSA protocols

[ChenW09] models the probability of event{id, e, c} as a multinomial distribution
problem (an approximation to the actual probability). Fromequations (2.8), (2.9) and
(2.10), the probabilities of empty, successful and collision slot arep0 = E{e|ni}, p1 =
E{id|ni} andp≥2 = E{c|ni}, respectively. The algorithm is calledChen-3in this thesis.

Pr (Ki, ei, idi, ci|ni) =
Ki!

ei!idi!ci!
pei

0 pidi

1 pci

≥2 (2.16)

As in [ChenW06b], the author only compares this estimator with the heuristics pro-
posed in [Vogt02] and [Schou83]. The estimator in [Floer06]uses statistical informa-
tion of several frames (it is the only MFFP estimator proposed so far) to update the tags
probability distribution according to a Bayesian methodology. That is, thea posteriori
distribution (distribution at the end of cyclei) is derived from thea priori tag probability
distribution (distribution at the end of cyclei − 1), according to expression (2.16). The
algorithm is calledFloerker in this thesis.

Pr (ni|ciclos1:i) = αPr (ni|ciclos1:i−1) (ki, ei, idi, ci|ni) (2.17)

whereα is a normalizing constant, whose value is not indicated by the authors. In this
algorithm, at the end of each frame, the reader extracts the information as the mode of the
a-posterioridistribution. However, in the first iteration, since thea priori distribution is
not available, these authors directly assume that the likelihood is thea posterioridistribu-
tion. This is false since likelihood functions are not mass probability functions (the sums
of probabilities are not equal to one).

We obtained simplified versions of that expression [Floer06], but the final form is
unnecessarily complex (available in [Floer06]). Besides,as in previous studies, the com-
parison only considers the heuristics in [Vogt02, Schou83].
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2.6 Performance Evaluation of DFSA protocols

In this section we compare the performance of the previouslydiscussed DFSA algorithms.
As already stated, this has not been clearly -and, in our opinion, fairly- achieved so far.

2.6.1 Evaluation rules

We have selected conditions and parameters representing anactual system implementa-
tion:

• The physical configuration parameters correspond to a commercial passive RFID
system, Alien 8800 [Alien], which is a widely used EPC-C1G2 RFID equipment.
We have validated our simulation results with laboratory test beds based on this
system [Bueno08b], [Bueno09b].

• The EPC-C1G2 frame length constraint (power of two) holds. For each number of
competing tagsN , there is an optimalQ that maximizes throughput. Conversely,
for eachQ there is a (closed) set ofN values, for which the expected performance
will be optimal. Table 2.2 summarizes the values ofQ (see section 2.7.3). These
values have not been evaluated in any previous study. When any of the algorithms
under evaluation has to select the next frame size we just pick the correct value from
this table. Note that this does not add complexity to the algorithms.

• In our simulation, exactlyN tags enter the reader range. Identification proceeds
until all tags are detected.

• The number of slots (L) is measured in each simulation. For eachN the same setup
is simulated (as many independent runs) until a confidence interval of10% of the
mean values ofL with a confidence degree of90%.

Some algorithms leave some parameters open or are clearly faulty. In such cases we
assume the following:

• EPC-C1G2 in its variable frame length procedure [EPCgl05]:since the standard
only recommends to set highC values if the last frame’sQ is low (and vice-versa),
we setC = 0.2, if Q > 8 andC = 0.4, if Q < 8.

• Q+− algorithm [LeeD07]. The computing methodology forCc is unknown. The
authors only state thatCc ∈ [0.1, 0.5]. Therefore our assumption was the the same
as the previous one.

• SCS algorithm [Danes07]:C1 andC2 are computed assuming T-R and R-T data
rates of 40 and 80 kbps, respectively.

• The C-ratio algorithm [ChaJR05] fails ifCratio=1, and the algorithm defined in
[ChenW06a] is undefined under some conditions (see section 2.5.2). In those cases,
we took the lower bound estimation [Vogt02].
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Figure 2.6: Variable EPC family. Mean Identification time versus initial tag population

• MSE-Knerr [Knerr08] and SbS-ML [Knerr08-2] do not specify how often the frame
must be reset. We have assumed a cycle-by-cycle operation. In addition, “negative”
probabilities in [Knerr08-2] are treated as zeros (see section 2.5.3).

• Indirect-Qalgorithm frame size is selected as in Table 2.2.

2.6.2 Evaluation results

Figures 2.6, 2.7, 2.8, and 2.9 show the mean identification time versus the initial tag pop-
ulation size (N), up to 500, for the four groups of protocols introduced in the previous
section. We observe in all cases that the more initial tags, the larger the differences be-
tween the identification time of all proposals and that of theoptimum. Besides, we have
also computed the effect of non-optimalQ selection. All algorithms have been tested
under the original assumption of select2Q as the closest value tôn. This renders 5-10%
performance degradation in Heuristics, MSE and ML algorithms. Note that the variable
EPCglobal protocol family is not affected by this issue, sinceQ is directly computed.

In short, the best algorithm proposals (considering largeN values and optimalQ se-
lection) are: Optimum-C[JoeI07],Lower-bound[Vogt02], MSE-Knerr [Knerr08], and
Chen-3[ChenW09]. Figure 2.10 compares them.Chen-3[ChenW09] ML estimator of-
fers the the closest results to the optimal algorithm for large N values. Note that this
protocol actually uses an approximation to compute likelihood and a more accurate com-
putation may lead to a better response. In contrast, the mixed ML-Bayesian strategy of
theFloerker estimator from [Floer06] has an excellent performance for lower values of
N , but it degrades as the initial population grows.
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Figure 2.7: Heuristic estimators. Mean identification timeversus initial tag population

Figure 2.8: MSE estimators. Mean identification time versusinitial tag population
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Figure 2.9: ML estimators. Mean Identification time versus initial tag population

Figure 2.10: Comparison of the best algorithm proposals. Mean identification time versus
initial tag population

35



Chapter 2. Anti-collision protocols in passive RFID systems

2.6.3 Computational cost

The results of identification time in the previous section donot include the computa-
tion time needed for tags estimation,Q selection, etc. The calculations for the decisions
have to be carried out at the end of every cycle (or slot), before sending a newQueryor
QueryReppacket. Although the reader can delay the transmission of these packets (tags
do not act until some packet is received) overall identification time may also increase. We
address the issue in this section

First, we have derived the computational order of each proposal examining the cal-
culations involved. Results are summarized in table 2.3. The Variable EPC family has a
constant order,i.e., the number of computations does not depend on the tag population.
In the other cases, all proposals have orderO(n), exceptWang[Wang07] andFloerker
[Floer06] which areO(n2). That is, the number of computations grows as a function of
n or n2 respectively. This order is related to the scalability of the anti-collision procedure
for large populations of tags. In addition, to provide insight into performance in real sit-
uations we have selected two examples and measured the exactnumber of computations
involved. The scenarios are:

• Scenario 1. At the end of a cycle (withKi=128), the reader collects the following
statistical information:ei= 48, ci= 30, idi=22. Note that, with this configuration,
ni ≥ 2ci+ idi=82. Algorithms iterate for each possible value ofni up to a given
nmax and the optimum is extracted. In this scenario we have establishednmax= 100.
Then, the worst case requires 100-82=18 iterations.

• Scenario 2. At the end of a cycle (Ki= 512), the reader collects the following
statistical information:ei= 170,ci= 192,idi= 170. In this case, we have established
nmax= 1000, then 1000-554=446 iterations are necessary.

We have considered the following additional assumptions:

• A computational power of 1 Giga FLOating Point Operations per Second (GFLOPS)
(109 FLOPS) is considered, representing the performance of an average Digital Sig-
nal Processor (DSP). DSPs are common in RFID hardware devices like the Alien
8800 reader used as reference.

• We have assumed that Multi-Frame algorithms do not require re-computing the sum
of all iterations, from the first to the last one. Instead, they only update computations
to take the last cycle into account.

• Finally, we have assumed a computational cost of 50 FLOP for powers, logarithm,
and exponential operations. And 100 FLOP for factorials.

Table 2.3 summarizes the approximate number of computations required per cycle
for both examples. Additionally, the increase of time required to perform these com-
putations is expressed relative to that of frame length, in%. As a conclusion, despite
beingO(n), some proposals (e.g. Chen-2and SbS) suffer from a high computational cost,
which degrades total identification time. SbS [Knerr08] andFloerker [Floer06] have an
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unacceptably high computational cost in some cases, which prevents actual implementa-
tion in the current form of the algorithms. The variable EPC and Heuristic families are
computationally more efficient due to their intrinsic nature.

2.7 MFML-DFSA Anti-Collision Algorithm

In the previous section the most relevant DFSA algorithms have been thoroughly analyzed
and compared. Significant results have been achieved regarding current DFSA proposals,
and their strengths and weaknesses have been identified. Comparisons have demonstrated
that Maximum-Likelihood algorithms give the best performance in terms of mean iden-
tification time, that Multi-Frame proposals are scarce and that more detailed statistical
information would lead to better estimators. The shortcomings in previous research have
led us to propose a new feasible DFSA algorithm that improvesestimation while decreas-
ing computation time for estimating the number of tags.

In this section, a new algorithm (MFML-DFSA) is proposed. Atthe end of every cy-
cle, MFML-DFSA computes the optimal frame length that maximizes throughput, based
on a Multi-Frame (MF) Maximum-Likelihood (ML) estimator. The MFML-DFSA esti-
mator is used to compute the most likely number of competing tags. Thus, frame length
is accordingly set for the next frame, following the EPC-C1G2 standard restrictions;
namely, that frame length cannot be an arbitrary natural number, but a number in the
set{K=2Q : Q=1,. . . ,15}. Therefore, the MFML-DFSA may be directly adopted in cur-
rent RFID reader equipments, without tag modifications. Results show that MFML-DFSA
achieves better identification time than previous DFSA proposals. Its computational fea-
sibility is explicitly addressed in this study.

2.7.1 Algorithm procedure

Let n be the number of tags entering the identification area. In ourmodel we assume all
tags remain in the identification area at least until their identities are correctly received,
and that no new tags enter during the reading process. The goal is to identify then tags
in the shortest time (equivalently in as few slots as possible). The identification process
requires a series of consecutive reading frames (i=1, 2, . . . ) until all tags are identified.
Let us denoteni as the number of tags competing on framei, andKi=2Qi as the frame
length on cyclei, Qi ∈[1,. . . ,15]. At the end of framei, the reader knows the number
of identified tags (idi), the number of slots with collisions (ci) and the number of empty
slots (ei). Note thatKi=2Qi=idi+ci+ei. Then, at the end of framei, the MFML-DFSA
algorithm proceeds as follows:

• n̂, the most likely number of tags at the beginning of the identification process, is
computed by means of the ML estimator, as a function of the set{(Qj , idj, cj, ej); j=1,. . . , i}
(see section 2.7.2).

• The most likely number of tags that will compete in the next frame (i+1) is ñi+1=n̂-∑i
j=1 idj (the total number of tags minus those already identified).
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• Then,Ki+1=2Qi+1 is accordingly selected to maximize the expected throughput in
framei+1 (see section 2.7.3).

2.7.2 Computation ofn̂

To compute the probabilityPr(n, K, id, c, e), henceforthPr(n, K), we apply a technique
from [Milen04], where the authors formulate probabilistictransforms for urn models that
convert the dependent random variables describing urn occupancies (slot in our case)
into independent random variables. Due to the independenceof random variables in the
transformed domain (codomain) it is simpler to compute the statistics of interest, and
invert the transform.

Let us denotePr(n, K) as the probability of interest, andPr(λ, K) as its transfor-
mation, withλ being a meaningful parameter only in the transform domain. In fact there
is no dependence on the number of balls,n, in the transform domain.

The calculation procedure is as follows: first, the appropriate transform for a partic-
ular urn model is selected. In our case, theK urns (slots) are distinguishable and the
n balls (tags) are undistinguishable, since we are only interested in the number of balls
within each urn. In this case, theZ1, . . . , ZK independent random variables describing
the occupancy of an urn (number (b) of balls inside) in the transform domain, are geomet-
rically distributed with meanλ [Milen04]. That is,Pr(Zi = b) = (1 − λ)λb. Second, the
probability of interest,Pr(λ, K), is computed in the transformed domain. In our case,
given a frame of lengthK, the probability of havingid urns with one ball,c urns with
several balls ande empty urns is:

Pr(λ, K) =
K!

id!c!e!
Pr(Z = 1)idPr(Z > 1)cPr(Z = 0)e =

=
K!

id!c!e!
((1 − λ)λ)idλ2c(1 − λ)e

(2.18)

We have to express this statistic as an power series inλ, in order to compute the inverse
transform as the coefficient of theλn term from the following expression:

Pr(n, K) =

(
K + n − 1

n

)−1

[λn]{Pr(λ, K)/(1 − λ)n} (2.19)

with [λn]{h(λ)} denoting the coefficient ofλn in the power series{h(λ)}. In our case,
rewriting equation (2.18) as power series inλ,

Pr(n, K) =
K!

id!c!e!

(
K + n − 1

n

)−1

[λn]{

∞∑

l=0

(
K − id − e + l − 1

l

)
λl+id+2c}

(2.20)

and extracting the coefficient ofλn for the appropriaten value,n = l + id + 2c, we
obtain this result:
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Pr(n, K, id, c, e) =

=
K!

id!c!e!

(
K + n − 1

n

)−1(
n − id − c − 1

n − id − 2c

)
=

=
K!(K − 1)!

id!c!e!(c − 1)!

n−id−c−1∏
a=n−id−2c−1

a

n+K−1∏
b=n+1

b

(2.21)

Equation (2.21) can be computed forn ≥ id + 2c, sincen is at least the sum of
the tags identified plus the colliding ones (at least 2 per collision). After the first cycle
of the identification process, the probability of the event{(Q1, id1, c1, e1)} beingn tags
contending is calculated as follows:

prob{(Q1, id1, c1, e1)} = Pr(n, 2Q1, id1, c1, e1) (2.22)

After the second cycle:

prob{(Q1, id1, c1, e1), (Q2, id2, c2, e2)} =

=Pr(n, 2Q1, id1, c1, e1)Pr(n − id1, 2
Q2, s2, c2, e2)

(2.23)

Note that reading cycles are independent, and so is the probability of the observed
events. Then, afteri frames, if the initial number of tags isn, the probability of a given
set of events{(Qj, idj, cj , ej) : j = 1, . . . , i} is calculated as

i∏

j=1

Pr(n −

j∑

u=1

idu−1, 2
Qj , idj, cj, ej) (2.24)

Let us remark that in reading cyclej the number of tags still unidentified isn −∑j

u=1 idu−1, havings0 equal to 0 for consistency. Therefore,n̂ is computed as the value
that maximizes the probability of equation (2.24), yielding its ML estimator:

n̂ = arg max
{n≥ max

j=1,...,i
nj}

i∏

j=1

Pr(n −

j∑

u=1

idu−1, 2
Qj , idj, cj, ej) (2.25)

wherenj is the minimum number of competing tags detected at framej, nj = 2cj +∑j

u=1 idu.

2.7.3 Qi selection

The throughput of a FSA system (η) reaches its maximumη=e−1 when the number of tags
(n) matches the number of slots (K) [Bueno09c]. However, the number of slots per frame
for EPC-C1G2 must lie within{2Q : Q = 0, . . . , 15}.
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Figure 2.11: Throughput (Identification rate) per cycle fordifferentN andQ values

η =
n

K

(
1 −

1

K

)n−1

=
n

2Q

(
1 −

1

2Q

)n−1

(2.26)

For eachQ there is a set of values ofn, for which throughput is maximum. These sets
have the form[nmin(Q), . . . , 2Q, . . . , nmax(Q)]. We can compute them, sincenmax(Q

∗ −
1) = nmin(Q∗) − 1, andnmax(Q

∗ − 1) must be the largest integer fulfilling inequality
(2.27). Table 2.2 summarizes the results for an arbitrary framei.

nmax(Q
∗ − 1)

2Q∗−1

(
1 −

1

2Q∗−1

)nmax(Q∗−1)−1

>

>
nmin(Q∗)

2Q∗

(
1 −

1

2Q∗

)nmin(Q∗)−1
(2.27)

In addition, note that there is not information available (id, e, c) to selectQ1, and it
must be selected using other criteria. The readers on the market currently selectQ1=4,
independently of the population of tags in range. This studydemonstrates that better
values ofQ1 can be selected if the amount of contending tags in the first frame is known
to lie within a certain interval (see section 2.7.5).

2.7.4 Implementation issues

Regarding algorithm implementation feasibility, the following iterative method is pro-
posed. Knowing that maximizing probability in equation (2.25) is equivalent to maximiz-
ing its logarithm, the products of equation (2.21) can be expressed as a sum of logarithms.
To speed up computations, the RFID reader keeps an array withpre-defined computations
of
∑n

z=1 log(z) for n = 1, . . . , 215 + nmax. Let Az be thez-th position of this array, let us
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Qi eni range
0 eni = 1
1 1 < eni ≤ 3
2 3 < eni ≤ 6
3 6 < eni ≤ 11
4 11 < eni ≤ 22
5 22 < eni ≤ 44
6 44 < eni ≤ 89
7 89 < eni ≤ 177
8 177 < eni ≤ 355
9 355 < eni ≤ 710
10 710 < eni ≤ 1420
11 1420 < eni ≤ 2839
12 2839 < eni ≤ 5678
13 5678 < eni ≤ 11357
14 11357 < eni ≤ 22713
15 22713 < eni

Table 2.2: OptimalQi versusñi range

initialize an all-zero arrayBn with nmax positions, and letnmin = 1. Then, just at the end
of cyclei, it is necessary to:

1. Updatenmin, nmin = max{nmin, 2ci +
∑i

j=1 idj}

2. Compute the logarithm of equation (2.25) forn = nmin, . . . , nmax. Note that this is
the sum of a constant:

log

(
Ki!(Ki − 1)!

idi!ci!ei!(ci − 1)!

)
=

= AKi
+ AKi−1 − Aidi

− Aci
− Aei

− Aci−1,

(2.28)

plus a factor that varies withn:

log




n−idi−ci−1∏
v=n−idi−2ci−1

v

n+Ki−1∏
v=n+1

v


 =

= An−idi−ci−1 − An−idi−2ci−2 − An+Ki−1 + An

(2.29)

Therefore, this step requires at most5 + 4nmax sums.

3. Then, the sum of logarithmic probabilities is updated,Bn = Bn + log(Pr(n −∑i

j=1 idj−1, 2
Qi, idi, ci, ei)), and the index -belonging to[nmin, nmax]- with the largest

component in the array minus
∑i

j=1 idj is returned as̃ni+1. This step requiresnmax

sums and comparisons.

4. Finally, the best value ofQi+1 is selected from Table 2.2 as a function of̃ni+1.
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Figure 2.12: Average number of slots required for identification, L versusn

2.7.5 Performance evaluation

The performance of MFML-DFSA and its main alternatives (seesection 2.5) have been
evaluated by means of a discrete-event simulator. As in the previous performance eval-
uation, we have taken the physical configuration parametersfrom the commercial Alien
8800 system [Alien]. This simulator has been validated by means of laboratory test beds
based on this system [Bueno09b].

Figure 2.12 shows the performance of MFML-DFSA starting with Q1=4, 8, 10, com-
pared with the best DFSA algorithms [Knerr08-2, ChenW09, Floer06]. These algorithms
start withQ1=4. The optimalQi is selected from the expected̂ni in all cases. As a
reference, we also depict the performance of an ideal algorithm, i.e. with perfect knowl-
edge of the competing tags within each frame. Our proposal outperforms previous ones.
Regardless of the initialQ1, MFML-DFSA performs better whenn > 500. Indeed,
MFML-DFSA lies very close to the optimal bound in a range of values ofn (e.g. for
700< n <1000 ifQ1=10), illustrating that just a rough knowledge about the initial num-
ber of tags (i.e. a relatively wide range) is advantageously exploited by MFML-DFSA.

Computation requirements have also been evaluated for the examples of section 2.6.3,
assuming the same constraints. Table 2.3 summarizes the results. MFML-DFSA achieves
a low computational cost in both scenarios. Therefore, we can state that MFML-DFSA
process as a whole is not computationally demanding and alsothat current commercial
Central Processing Units(CPUs) can analyze extremely large ranges in∼1µs (note that
2.5 ms is the typical slot length).
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Scenario 1 Scenario 2
Protocol Order FLOP/cycle % FLOP/cycle %
Schoute O(n) 102 < 0.1% 103 < 0.1%

Lower Bound O(n) 102 < 0.1% 103 < 0.1%
C-ratio O(n) 103 < 0.1% 2.5 · 104 < 0.1%

Wang O(n2) 18 · 103 < 0.1% 1.1 · 107 < 1%
Chen-1 O(n) 3 · 102 < 0.1% 3 · 103 < 0.1%

MSE-Vogt O(n) 1.1 · 104 < 0.1% 2.7 · 105 < 0.1%
MSE-Knerr O(n) 3.7 · 104 < 0.1% 2.7 · 105 < 0.1%

Chen-2 O(n) 3.8 · 105 < 0.1% 4.1 · 107 ≈ 3%
SbS O(n) 1.3 · 107 ≈ 3% 3.7 · 108 ≈ 24%

Chen-3 O(n) 7 · 105 < 1% 7 · 106 < 1%
Floerker O(n2) 4.4 · 107 ≈ 11% 3.6 · 109 > 100%

MFML-DFSA O(n) 103 < 0.1% 6 · 105 < 0.1%

Table 2.3: Comparison of computational cost

2.8 Conclusions

The most relevant anti-collision protocols for passive RFID have been analyzed and eval-
uated in this chapter. The study has focused on DFSA algorithms, pointing out their
strengths and weaknesses, also introducing and analyzing anew proposal: the MFML-
DFSA algorithm. MFML-DFSA uses a Maximum Likelihood estimator to compute the
expected number of competing tags. The results show that MFML-DFSA outperforms
other current DFSA proposals, achieving better identification time, with an extremely low
computational cost achieved by the efficient implementation proposed. Besides, MFML-
DFSA does not impose tag modifications, while satisfying theframe length constraints of
EPC-G1C2.

We would like to finish this chapter encouraging further research regarding the follow-
ing issue: The MFML-DFSA estimator can be modified to estimate the number of tags
under the assumption of the Capture Effect phenomenon, which is studied in Chapter 3.
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Passive RFID systems on the market implement the anti-collision protocol EPC-C1G2
[EPCgl05], based on a variation of FSA. As we described in Chapter 2, the FSA through-
put (tags identified per time unit) depends on the relationship between the number of
competing tags (N) and the frame length (K). The anti-collision protocols based on FSA
perform optimally ifK=N for every cycle. However, readers do not adjustK depending
onN and EPC-C1G2 restricts the frame length to{K = 2Q : Q = 0, . . . , 15}.

This chapter takes into account these aspects to analyze theidentification process in
passive RFID systems and to propose suitable criteria to maximize the throughput. The
analysis is carried out by means ofDiscrete Time Markov Chains(DTMC) in static, semi-
static and dynamic scenarios. In static scenarios a group oftags enters the checking area
and remains until all of them have been successfully identified. Besides, new tags do not
enter the checking area. In these scenarios the mean identification time is the parameter of
main interest. The second scenario is similar to the fist one,but tags stay in the workspace
only for a bounded time (sojourn time, or time in coverage). In this scenario, the goal is to
minimize the ratio of tags that leave the checking area unidentifiedTag Loss Ratio(TLR),
either configuring the sojourn time or the number of tags entering the workspace. Finally,
in the dynamic scenario, a continuous flow of new tags is considered, as well as a bounded
sojourn time, and TLR must be minimized. Finally, identification process is also analyzed
in a static scenario assuming the Capture Effect phenomenon. To confirm the analytical
results of all the previous analysis, experimental measurements have been addressed with
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a real passive RFID system: the development kit Alien 8800 [Alien]. The results obtained
can assist manufacturers and system operators improving their RFID system performance.

3.1 Overview of RFID readers in the market

The current passive RFID readers available on the market implement EPC-C1G2. Some
of them only permit to work with one of the two procedures explained in Chapter 2: fixed
frame length procedure or variable frame length procedure.Besides, some readers do not
permit to configure internal parameters such as the initial frame length (theQ1 value).
Depending on the level of configuration allowed, the readerscan be classified as follows:

• Readers with fixed frame length, non-customizable, such as those commercialized
by Symbol [Symbol], ThingMagic [ThingMagic], Caen [Caen],Awid [Awid] and
Samsys [Samsys]. In these readers, the length of every identification cycle is fixed
and set up by the manufacturer. It is not possible to modify itand it is usually fixed
to 16 slots. Therefore, in these readers it is not feasible tooptimize the frame length.

• Readers with fixed frame length, customizable, such as thosecommercialized by
Samsys [Samsys], Intermec [Inter] and Alien [Alien]. Before starting identification
procedures, the system operator can configure the frame length, choosing among
several options which depend on the manufacturer. Afterwards, the identification
cycle length cannot be changed. If the reader manager wants to establish a different
value of frame length, it is necessary to stop the identification procedure and restart
it with the new frame length.

• Readers with variable frame length such as those also commercialized by Samsys
[Samsys], Intermec [Inter] and Alien [Alien]. The system operator only configures
the frame length for the first cycle. For successive cycles the frame length is self-
adjusted trying to adapt it to the best value at each moment, following the standard
proposal (see page 24).

Readers with fixed frame length do not allow to achieve the maximum throughput
per cycle, althoughN and/orK can be set to minimize the mean identification time of
the whole identification process. Namely, in those readers with fixed frame length non-
customizable,N can be selected (e.g. setting the tags per pallet that pass through the
checking areas). Moreover, in customizable systems eitherN or K can be modified. That
is, selecting the number of tags per packageN , or selecting the optimal value ofK, if N is
known. In addition, readers with variable frame length implement an internal mechanism
to adjustK in every cycle/slot, as we discussed in the previous chapter. Note that, since
adjustment is based on estimations ofN , the performance is sub-optimal.

3.2 Identification process in static scenarios

Static scenarios are characterized by a block of tags (modeling a physical container like a
pallet, a box, etc.) that enter the checking area and remain until all of them are successfully
identified. Two related performance measures are commonly considered:

46



3.2. Identification process in static scenarios

• The identification time, defined as the mean number of time units (slots, cycles,
seconds, etc.) until all tags are identified.

• The system throughput or efficiency, defined as the inverse ofthe mean identifica-
tion time,i.e., the ratio of identified tags per time unit.

3.2.1 Markovian analysis

The identification process in a static scenario is determined by the number of remaining
unidentified tags. Thus, the identification process can be modeled as a homogeneous
DTMC, Xs, where each state in the chain represents the number of unidentified tags, being
s the cycle number. Thus, the state space of the Markov processis {N, N − 1, . . . , 0},
beingN the number of tags unidentified. Figure 3.1 shows DTMC state diagram from the
initial state,X0=N . The transitions between states represent the probabilityof identifying
a certain quantity of tagst or, in other words, the probability of having(N − t) tags still
unidentified.

The transition matrixP depends on the anti-collision protocol used and its parameters.
For EPC-C1G2, the parameterK denotes the number of slots per frame (frame length).
To compute the transition matrixP , let us define the random variableµt, which indicates
the number of slots being filled with exactlyt tags in a reading cycle. Its mass probability
function is [Vogt02]:

PrK,N(µt = m) =

(
K
m

)∏m−1
z=0

(
N−zt

t

)
G(K − m,N − mt, t)

KN
(3.1)

Wherem=0, ..., K andG is an auxiliary function defined as follows,

G(a, l, v) = al +

⌊ l
v
⌋∑

z=1



(−1)i(a − z)l−zv 1

z!

z−1∏

y=0

{(
l − yv

v

)
(a − y)

}
 (3.2)

Whent = 1, i.e. how many slots contain a successful identification, the equation (3.1)
can be simplified:

PrK,N(µ1 = m) =
K!N !

m!KN

N−m∑

z=0

(−1)z(K − m − z)N−m−z

(N − m − z)!z!(K − m − z)!
(3.3)

The equation (3.3) is equivalent to the equation proposed in[Feller70], where the
author computes this probability by an alternative method.

In [Vogt02], the author assumes all tags compete in every identification cycle. How-
ever, in EPC-G1C2 tags identified in a cycle will not compete in the following ones.
Hence, the transition matrixP must be transformed, yielding to:
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Figure 3.1: Partial Markov Chain

pi,j =





PrK,i(µ1 = i − j) , i − K ≤ j < i

1 −
∑i−K

y=i−1 pi,y , j = i

0 , otherwise

(3.4)

for i = 1, . . . , N .
Since a static scenario is assumed, the Markov chain clearlyhas a single absorbing

state,Xs=0. The mean number of steps until the absorbing state is the mean number
of identification cycles(s̄). It can be computed by means of the fundamental matrix,
D, of the absorbing chain [Kemen60]. The fundamental matrixD is obtained from the
canonical form of the transition probability matrixP . In our case, since there is only one
absorbing state it has the form:

P =

(
1 0
Q F

)
(3.5)

whereF denotes the submatrix ofP with the transient states (note that the size ofF
is N × N). Thus, the fundamental matrixD is:

D = (I − F )−1 (3.6)

being I the identity matrix of sizeN × N .
FromD the mean number of identification cycless̄ can be calculated as follows:

s̄ =

N−1∑

y=0

D0,y (3.7)

Note that the mean number of identification cycles expected before absorption equals
the total number of steps to make to all the non-absorbing states from an initial statei.
This is calculated as the sum of all the entries in thei-th row of D. In this analysis,
the calculation starts from the initial state,X0, hence,̄s is calculated as the sum of the
elements of row0 in D.

From the previous analysis we can compute the mean number of cycles (̄s) to identify
a population of tags (N) as well as the mean number of slotsL̄=s̄ ·K. Using the physical
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3.2. Identification process in static scenarios

Tags (N ) s̄ L̄ T̄total

10 2.44 39.04 0.0395
20 4.11 65.76 0.0738
30 6.15 98.4 0.1126
40 8.97 143.52 0.1564
50 13.03 208.48 0.2151
60 19.3 308.08 0.2914
70 29.41 470.56 0.3988
80 46.0 736 0.5662
90 73.81 1.1103 0.8348

Table 3.1: Average identification time

and FSA standard parameters (see Table 3.2) we can also transform the identification time
from cycles to seconds.

Let us defineTid the duration of a slot with a valid data transmission (EPC code) and
Te andTc the duration of an empty and collision slot, respectively. Thus, the identification
time in seconds is approximated by [Bueno09b]:

T̄total ≈ s̄ · [T̄eē + T̄cc̄ + T̄idīd] (3.8)

whereē, c̄ and īd denote the mean number of empty, collision and successful slots,
respectively. These variables depend on the particular FSAalgorithm and its configura-
tion, and on the population size. For instance, settingM=4 (see Table 3.2),̄Tid=2.505 ms
andT̄e=T̄c=0.575 ms. Since an empty slot and a collision slot have the same duration, the
previous equation can be simplified:

T̄total ≈ s̄ · [T̄c(ē + c̄) + T̄idīd] (3.9)

Since,

ē + c̄ ≈ Ks̄ − īd (3.10)

Then,

T̄total ≈ s̄ · [T̄c(Ks̄ − īd) + T̄idīd] (3.11)

In Table 3.1 we show an example of identification time calculation in seconds from
the mean number of cycles and slots obtained by the Markoviananalysis. The analysis
has been carried out settingK=16 and different tag populations.

3.2.2 Analytical and simulation results

The analysis introduced in the previous sections has been evaluated using the Montecarlo
methodin Matlab. Besides, an RFID simulator has been developed with the OMNeT++
(Objetive Modular Network Testbed in C++) tool [Varga01]. The simulator implements
the functionality of the readers available on the market: the standard EPC-C1G2 and its
anti-collision procedures. The parameters used in the simulator are summarized in Table
3.2.
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Figure 3.2: Reader with fixed frame length in static scenario: Average identification time
(number of slots) vs. number of tags

The identification time (average number of slots) has been computed for a single
reader RFID system with fixed frame length and different tag populations (N). The reader
has been configured with different frame-lengths{K = 2Q : Q = 3, . . . , 9}. The mean
identification time (in number of slots) is shown in Figure 3.2. For everyQ there is an in-
terval where the identification time is lower than with the otherQ values. The intersection
points between curves define the boundaries (minimum and maximum number of tags in
coverage) of optimal configurations.

3.2.3 System Throughput

The throughput (η) can be computed from the previous Markovian analysis, justas the
inverse of the identification time. Another way is describedin this section. Let us remark
that, obviously, the result of both methods is equal, and thesecond one is provided for
completeness. GivenN tags, andK slots, the probability thatt tags respond in the same
time slot is binomially distributed:

Pr(t) =

(
N

t

)(
1

K

)t(
1 −

1

K

)N−t

(3.12)

for t = 0, . . . , N .
Then,Pr(t = 0) is the probability of an empty slot,Pr(t = 1) the probability of a

successful slot, andPr(t ≥ 2) the probability of collision:

Pr(t = 0) =

(
1 −

1

K

)N

(3.13)
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Parameter Symbol value
Electronic Product Code EPC 96 bits
Initial Q value Q0 4
Reference Time interval for a data-0 in Reader-to-Tag signalling TARI 12.5us

Time interval for a data-0 in Reader-to-Tag signalling DATA0 1.0 TARI
Time interval for a data-1 in Reader-to-Tag signalling DATA1 1.5 TARI
Tag-to-Reader calibration symbol TRcal 64 us
Reader-to-Tag calibration symbol RTcal 31.25 us
Divide Ratio DR 8
Backscatter Link Frequency LF DR/Trcal
Number of subcarrier cycles per symbol in Tag-to-Reader direction M 1,2,4,8
Reader-to-Tag rate Rtrate 64 Kbps
Tag-to-Reader rate Trrate LF/M
Link Pulse Repetition Interval Tpri 1/LF
Tag-to-Reader preamble TRP 6Tpri

Tag-to-Reader End of Signalling T → R EoS 2Tpri

Delimiter Del 12.5 us
Reader-to-Tag preamble RTP Del + DATA0+ TRcal + RTcal
Reader-to-Tag Frame Synchronization RTF RTP - RTcal
Time for reader transmission to tag response T1 Max(RTcal, 10Tpri)
Time for tag response to reader transmission T2 5Tpri

Time a reader waits, afterT1 before it issues another command T3 5Tpri

Minimum time between reader commands T4 2RTcal
Query packet Query 22 bits
QueryAdjust packet QueryAdjust 9 bits
QueryRep packet QueryRep 4 bits
Ack packet Ack 18 bits
Nack packet Nack 8 bits

Table 3.2: Typical values of EPC-C1G2 parameters

Pr(t = 1) =
N

K

(
1 −

1

K

)N−1

(3.14)

Pr(t ≥ 2) = 1 − Pr(t = 0) − Pr(t = 1) = 1 −

(
1 −

1

K

)N (
1 −

N

K − 1

)
(3.15)

Since all identification cycles are composed ofK slots, the throughput is:

η = K · Pr(t = 1) = N

(
1 −

1

K

)N−1

(3.16)

3.2.4 Identification process analysis considering the Capture Effect
phenomenon

The Capture Effect phenomenon occurs in RFID systems when the signals of two or more
tags arrive at the reader simultaneously, (in the same time slot) but with different power
levels. Sometimes the stronger signal can be successfully decoded by the reader. The
Capture Effect has a considerable influence on the RFID system throughput, because it
is not is achieved if the number of tagsN equals the number of slotsK in every cycle,
but whenK ≈ N + δc, beingc the number of colliding slots andδ the probability of
recovering the signal of one tag from a colliding slot. Note thatδ depends on the physical
characteristics of the system, distance among tags, etc.
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The Capture Effect has been extensively studied for decades. However, there are only
a few works focusing on the analysis of the Capture Effect on RFID [AutoID] or FSA
procedures [Weise88]. The main way to model the Capture Effect for the analysis of
RFID is the Signal-to-Interference-Ratio (SIR) model: TheCapture Effect occurs when
the SIR is higher than a threshold. In this case, the signal recovered corresponds to the
tag with maximum signal strength and the remainder are considered interferences. The
capture probability is determined by the following equation:

δ(t) = Pr(SIR > Cr) = Pr

(
Pwv∑z

y=1,y 6=v Pwy
> Cr

)
(3.17)

Wheret is the number of tags colliding,Cr is the capture ratio andPw is the power of
the signal received from tagi. In [AutoID], the SIR model has been analytically evaluated
for different parameters. The authors conclude that the capture probability strongly de-
pends on the number of tags colliding andCr (which depends on the scenario assumed).
We can simplify equation (3.17) as follows:

δ(t) = qt (3.18)

Beingq ∈ [0, 1] a parameter related directly toCr [AutoID]. Note thatδ(z) decreases
as the number of tags collidingz increases andvice versa.

Let us then defineγ(t) as the random variable (r.v.) “number of slots witht simulta-
neous tag transmissions where one transmission can be successfully decoded”. Its mass
probability function, given that the number of slots filled with exactlyi tags isµt (intro-
duced in section 3.2.1) is the binomial distribution function:

Pr(γt = γ|µt) =

(
µt

γ

)
δ(t)γ(1 − δ(t))µt−γ (3.19)

For z ≥ 2.
Note that if there areN tags competing inK slots, then,

∑N
z=0 µz = K. On the other

hand,
∑N

t=0 γt ≤ K.

3.2.4.1 Markovian Analysis

We have analyzed the identification process of a RFID system in a static scenario con-
sidering the Capture Effect phenomenon, as in the previous wounder EPC-C1G2 in fixed
frame length procedure. The analysis can also be modeled as ahomogeneous DTMC. In
contrast to the analysis of section 3.2.1, the transition from statei to j depends not only
on the number of slots filled with exactly one tag (µ1) but also on the slots (γt) where the
reader can decode the signal of one tag from a collision oft tags.

In fact, the transition from statei to j depends on ther.v. number of empty (e), success-
ful (id), collision slots (c) and collision slots with a successful tag signal (r) as follows:

e = µ0 = γ0 = K −

N∑

t=1

µt (3.20)
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id = µ1 = γ1 (3.21)

c =

⌊
N−µ1

2
⌋∑

t=2

µt − γt (3.22)

r =

⌊
N−µ1

2
⌋∑

t=2

γt (3.23)

whereK = e + id + c + r.
The number of tags successfully identified in a cycle (in the transition state fromi to

j) depends on the number of slots with a successful identification id, and on the number
of slots with collision decoded (r), that is,(i − j) = id + r.

Let us denote the set of all possible stages of(e, id, c, r) asΦ = {µ|
∑i

t=0 µt ∧ i =∑i
t=0 tµt}. For eachµ, there will be a set of possibleγ, denoted asΨ = {γ|r =

∑⌊
i−µ1

2
⌋

t=2 γt ∧ c =
∑⌊

i−µ1
2

⌋

t=2 µt − γt}.
Thus, the transition matrixP is given by:

pi,j =





PrK,i(id + r, e, c) , j − 2K ≤ j < i

1 −
∑i−K

y=i−1 pi,y , j = i

0 , otherwise

(3.24)

where,

PrK,i(id + r, e, c) = PrK,i(id + r, c) =

∑

∀µ∈Φ

PrK,i(id + r, c|µ)PrK,i(µ) =
∑

∀µ∈Φ

∑

∀γ∈Ψ

Pr(γ|µ)PrK,i(µ)
(3.25)

Equation (3.25) depends onPr(γ|µ), defined previously in equation (3.19) andPrK,i(µ)
is given in equation (3.1).

Note that, when the number of tags competing is high the computation of the above
algorithm can be unfeasible, (e.g. if N=105, there are1010 stages). To cope with this
complexity, it is possible to assumeδ(z) = 0, for z > Y , whereY =2, 3, 4, . . . , N

2
. TheY

value selected will depend on theq value set, see equation (3.18).
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Figure 3.3: Reader with fixed frame length considering the Capture Effect phenomenon:
Average identification time (number of slots) vs. number of tags

3.2.5 Analytical and simulation results

The identification time has been computed considering the Capture Effect phenomenon.
In the simulations a collision ratio ofCr=6 dB has been used, which is equivalent to
setq=0.5 in the analysis [AutoID]. The results are shown in Figure 3.3. In comparison
with the previous results (see section 3.2.2), the Capture Effect provides a remarkable
improvement in the identification process, achieving a lower identification time. For in-
stance, Figure 3.2 shows that setting the reader toQ=6 and assuming 100 tags in coverage,
the identification time is close to 350 slots. In the same scenario but assuming the Capture
Effect, Figure 3.3 shows that the identification time is reduced in 50 slots. Note that when
the number of tags in coverage increases, the improvement considering Capture Effect is
more noticeable,e.g., if N=170 tags andQ=6, the identification time with capture effect
is around 530 slots whereas without capture effect it is around 660 slots, or some 24%
more time.

Simulation has been performed with the same assumptions considered in the analytical
model either with or without the Capture Effect phenomenon.The readers with variable
frame length are evaluated settingQ1=4. The results are plotted in Figure 3.4, together
with fixed frame length results. Note that variable frame length readers achieve the best
performance when Capture Effect is considered, as expected.

3.3 Identification process in semi-static scenarios

Many real RFID applications (e.g.a conveyor belt installation) work in semi-static scenar-
ios, which are characterized by tags confined in groups (pallets or similar), entering and
leaving the workspace through RFID enabled gates (see Figure 3.5). When tags enter the
checking area, they keep on there for a specific time (sojourntime, or time in coverage).
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Figure 3.4: Reader with variable frame length with and without considering the Capture
Effect phenomenon. Comparison with fixed frame length

New groups of tags do not enter the checking area until the previous one has left.
For these types of systems, the goal is to minimize the tags leaving the workspace

unidentified. Consequently the key parameter is theTag Loss Ratio(TLR), defined as the
ratio of tags leaving the workspace unidentified to the rate of incoming tags. Note that
since the identification time is an unboundedr.v. in FSA systems (i.e. the identification
time can be arbitrarily high), it is impossible to establisha sojourn time that guarantees
the identification of all tags. Instead, the sojourn time canbe configured to guarantee an
Identification Confidence Level(ICL), that is, the percentage of successful identifications
as close as zero as required (but not null). Based on the demand of ICL, the sojourn time
can be computed. This analysis is developed in the followingsections.

3.3.1 Computation of ICL

The analysis and computation of ICL in semi-static scenarios is addressed by DTMC. The
Markovian analysis to compute the transition probabilities is the same as static-scenarios.
Hence, we start the analysis from equation (3.4). Then, for each cycles, the distribution
probability of the DTMC is calculated as follows:

π(s) = π(0) · hs (3.26)

beingπ(s) the row vector where each element represents the probability of reaching a
particular state in the cycles andπ(0) is the initial distribution.

Let V denote ther.v. that indicates the number of cycles required to identifyN tags.
Its CDF is:

Pr[V ≤ K] = π
(K)
N (3.27)
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Figure 3.5: Typical identification process in semi-static scenario

The previous expression is theCumulative Distribution Function(CDF) of r.v. V .
The CDF provides the ICL for a given cycle. It has been evaluated using the Montecarlo
method in Matlab. Different sets of tags are considered, from 10 to 100 tags. We compute
the average number of cycles required to identify each set oftags and the number of cycles
needed setting ICL=0.99 (99%) for K=16. Figure 3.6 shows the results.

Figure 3.7 shows the CDF of ther.v. and the mean number of unidentified tags ob-
tained forN=100 andK=16. There is a remarked point where the probability of identify-
ing 100 tags in 120 cycles is 55%, or, in other words, if the time in coverage is set to 120
cycles, 45% of tags will be unidentified.

This result demonstrates that, if the mean identification time is used as the configura-
tion parameter for the sojourn time, some tags can leave the coverage area unidentified.
Hence, instead of the mean identification time, ICL must be used as the parameter to
configure the sojourn time.

Figure 3.8 shows a comparative using ICL=0.99 as criterion to select the time in cov-
erage. The experiment has settingK=16 and the population range from 10 to 100 tags.
If the mean identification time is used as time in coverage, the number of unidentified
tags grows as the population grows; whereas the number of unidentified tags with ICL is
almost negligible.

3.3.2 Population Splitting strategy

The aim of this section is to study how the size of the sets of tags in coverage (e.g.number
of tags in each pallet) influences the identification processperformance. Specifically, if

56



3.3. Identification process in semi-static scenarios

10 20 30 40 50 60 70 80 90 100
0

20

40

60

80

100

120

140

160

180

Number of tags

N
um

be
r 

of
 c

yc
le

s

 

 
99%
Average

Figure 3.6: Identification time (cycles) for different tag populations and K=16
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Figure 3.8: Mean number of unidentified tags with K=16

splitting the tags in smaller subsets may reduce the overallidentification time. The results
can help to decide, for instance, whether it is better to readone set of 400 tags, read 2 sets
of 200 tags, read 4 sets of 100 tags, etc. We compute the identification time for a set ofN
tags and also for the same number of tags, but redistributed intoJ smaller subsets of⌈N

J
⌋

tags.
Figures 3.9 and 3.10 show the effect of subdividing the population comparing the

CDF of the identification time. Figure 3.9 shows the CDF of thereading time and Figure
3.10 shows the cycles required for a reading time selected with the ICL criterion, the
probability of identifying a single population ofN=400 tags, and the same population
divided into 2 sets of 200, 4 sets of 100 and 8 sets of 50. Every time the population is
split, the number of cycles to identify the total populationdecreases. Figure 3.10 shows
the total number of cycles/slots to identify a population of400 tags, setting ICL=0.99 and
K={8, 16, 32, 64, 128}. Results demonstrate that withK=16, subsets of 50 tags are the
best option, but it is possible to use subsets of 100 tags. IfK=32, the difference between
subsets of 50 and 100 tags is almost negligible, but better than using subsets of 200 tags.
SettingK=64 andK=128 shows that the difference between subsets is negligible as well.

3.4 Identification process in dynamic scenarios

These scenarios are characterized by an incoming flow of tagsentering the coverage area
of a reader, moving at the same speed (e.g., modeling a conveyor belt). We consider that
new tags can enter the workspacealthough another group of tags are still being identified.
For this type of systems, the performance analysis must be focused on theTag Loss Ratio
TLR. As we introduced in the previous scenario, TLR is the ratio of unidentified tags
in the identification process. Depending on the final application, even a low TLR (e.g.
TLR=10−3) may be disastrous and cause thousands of items lost per day.In this section,
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the TLR is computed for a RFID scenario similar to the one depicted in Figure 3.11. The
analysis has been addressed by DTMC. Before addressing the analysis we introduce the
notation and conventions used: a row vector is denoted as~V , the i-th component of a
vector is denoted(~V )i, andσ(~V ) denotes the sum of the values of the components of
a vector~V . For the sake of simplicity, let us assume tags remainS complete cycles in
the reading area. Then, once a tag enter the coverage area, itshould be identified in the
following S identification cycles. Otherwise (if it reaches the cycleS + 1), tag is lost.

A truncated Poisson distribution, with parameterλ, has been selected as the tag arrival
process in the system. That is, the probability thatt tags arrive in a time slot is given by:

a(t) =
(λ)t

t!

H∑

i=0

(λ)t

i!

(3.28)

For t = 0, . . . , H, beingH the maximum number of tags entering per cycle. The
former assumptions allow to express the dynamics of the system as a discrete model,
evolving cycle by cycle, such that,

• Each tag is in a given reading cycle in the set[1, . . . , S]

• After a cycle, identified tags withdraw from the identification process.

• After a cycle, each tag unidentified and previously in thei-th cycle moves to the
(i+1)-th cycle.

• If a tag enters cycleS + 1, it is considered out of the range of the reader, and,
therefore, lost.

• At the beginning of each cycle, up toH new tags are assigned to cycle1, following
a truncated Poisson distribution.

For any arbitrary cycle, the evolution of the system to the next cycle only depends on
the current state. Thus, a DTMC can be used to study the behavior of the RFID system.
Next section describes this model.
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3.4.1 Markovian analysis

Based on previous considerations, the system can be modeledby a homogeneous discrete
Markov processXs, whose state s pace is described by a vector~E = e1, . . . , eS+1, where
eachej ∈ [0, . . . , H ], representing the number of unidentified tags in thej-th cycle. Fig-
ures 3.12 and 3.13 illustrate the model. They describe the state of the system for two
consecutive cycles, showing tags entering and leaving the system. Therefore,ej is the
number of tags which are going to start theirj-th identification cycle in coverage.e1 com-
ponent also represents the number of tag arrivals during theidentification cycle (which do
not contend since they have not received aQuerypacket yet). Finally, componenteS+1

indicates the number of tags lost at the end of the identification cycle, since tags leave
coverage area afterS + 1 cycles.

In addition, let us define the mappingΨ an enumeration of the possible number of
states, defined as:

Ψ :[0, . . . , H ] × (S+1) × [0, . . . , H ] → [1, . . . , (H + 1)S+1]

~E = {e1, e2, . . . , eS+1} → Ψ( ~E) = 1 +
S+1∑

j=1

ejH
j−1

(3.29)

This allows definingi-th state in our model as the state whose associated vector is
given byΨ−1(i). Let us denote~Ei as the vector associated toi-th state,i.e., ~Ei = Ψ−1(i).
Finally, letei,j denote thej-th component of the~Ei state vector. The goal is to describe the
transition probability matrixP for the model, from every statei to another statej. The
stationary state probabilities are computed as~π = ~πP . Let us denoteλj as the average
incoming unidentified tags to cyclej, which can be computed as:

λj =

(H+1)S+1∑

i=1

eij~πi (3.30)

Obviously,λi is the average incoming traffic in the system andλS+1 is the average
outgoing traffic of unidentified tags. Then, TLR can be calculated as:

TLR =
λS+1

λ1

=

∑(H+1)S+1

i=1 ei(S+1)~πi

λ1

(3.31)

To build the transition probability matrixP let us define the auxiliary vectors~Li and
~Ui as:

~Li = {ei1, . . . , eiS},

~Ui = {ei2, . . . , ei(S+1)}
(3.32)

That is, the~Ei state vector without either the last or the first component. Let us define
the outcome vector as:

61



Chapter 3. Characterization of the identification process in passive RFID Systems

Figure 3.12: Representation of a state transition. Case 1: No identification

Figure 3.13: Representation of a state transition. Case 2: Identification

~Oij = (~Li − ~Uj) = {oij
1 . . . oij

S } = {ei1 − ej2, . . . , eiS − ej(S+1)} (3.33)

Figures 3.12 and 3.13 graphically show this computation. Toconstruct the transition
matrix let us define the functionid(i, j) that operates on an outcome vector~Oij providing
the number of identified tags in a transition from a statei to a statej, i.e.:

id(i, j) = ~Oij ·~1‘ (3.34)

Note that for ~Ei and ~Ej, if eiz < ej(z+1) for somez = 1, . . . , S, such transition is
impossible (new tags cannot appear in stages different fromstage 1). These impossible
transitions will yieldid(i, j) providing a negative value. Besides, let us define ther.v.
d(K, N) indicating the number of contention slots being filled with asingle tag. The
mass probability functionof d(K, N) has been computed in [Vogt02] (see equations (3.1)
and (3.2)). Henceforth,Pr{d(K, N)}=k is denoted asDk(K, N).

Using FSA, up toK tags may be identified in a single identification cycle. Therefore,
possible cases range fromid(i, j)=0 to id(i, j)=K. The probability ofid(i, j) successful
identifications is uniformly distributed among the contenders, whose distribution depends
on the particular state, and hence the transition probability. From equations (3.1) and (3.2)
and the previous definitions, the transition matrixP is computed as follows:
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Figure 3.14: TLR results for FSA with 8 slots and Poisson arrivals. S=2, and H=3 to H=6

pi,j =





a(ej1)D0(K,N) , id(i, j) = 0

a(ej1)
ΠS

z=1(
eiz

o
ij
z
)

( N
id(i,j))

Did(i,j)(K,N) , if id(i, j) ∈ [1,K]

0 , otherwise

(3.35)

3.4.2 Experimental evaluation: a postal mail control system

From a practical point of view, TLR evaluation may become critical in some realistic
scenarios. As an example, this section evaluates a postal mail control system, where mails
are carried over conveyor belts for distribution, with an attached tag. Two configurations
for the mail sojourn times ofS = 2 andS = 3 identification cycles have been considered,
for a frame length ofK = 8 slots. The slot time is assumed to be 4 ms based on parameters
shown in Table 3.2. Therefore, the sojourn time is around 64 ms for S = 2 and 100 ms
for S = 3. λ range spans from1 to 7. Results are provided in Figures 3.14 and 3.15.

As expected, for a fixedS, TLR increases as the maximum number of arrivalsH
increases. In addition, for the parameters analyzed, keeping fixedH decrements TLR
if S grows, because there are more opportunities for identification. For example, the
maximum number of tags in the system forH=6 andS=2 is 12 tags, whereas forH=6
andS=3 there might be up to 18 tags. The main issue of the previous analysis is that
it becomes computationally unfeasible for moderate valuesof H andS. In this case,
simulation is mandatory. Figure 3.16 shows simulations performed forλ = [10, . . . , 60]
andH = [3, 6]. In this case, envelopes sojourn time is close to 800 ms. We can observe
that, if we setH=3, TLR reaches10−4 and does not vary, irrespective of theλ value.
On the other hand, withH=6, the TLR reaches up to10−3. It means that, one out of
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Figure 3.15: TLR results for FSA with 8 slots and Poisson arrivals. S=3, and H=3 to H=6
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3.5. Optimal Q Configuration

Optimal Q n range without CE n range with CEq = 0.5
0 n = 1 n = 1
1 1 < n ≤ 4 1 < n ≤ 4
2 4 < n ≤ 8 4 < n ≤ 9
3 8 < n ≤ 19 9 < n ≤ 22
4 19 < n ≤ 38 22 < n ≤ 46
5 38 < n ≤ 85 46 < n ≤ 100
6 85 < n ≤ 165 100 < n ≤ 202
7 165 < n ≤ 340 202 < n ≤ 405
8 340 < n ≤ 720 405 < n ≤ 820
9 720 < n ≤ 1260 820 < n ≤ 1675
10 1260 < n ≤ 2855 1675 < n ≤ 3360
11 2855 < n ≤ 5955 3360 < n ≤ 7540
12 5955 < n ≤ 12124 7540 < n ≤ 14420
13 12124 < n ≤ 25225 14420 < n ≤ 27990
14 25225 < n ≤ 57432 27990 < n ≤ 59925
15 57432 < n 59925 < n

Table 3.3: OptimalQ versusn ranges with and without Capture Effect (CE)

a thousand envelopes will be lost, showing the impact on the final system. In short, last
section allows the evaluation of TLR for different protocolparameters, such as the number
of slots, the arrival process, the time in coverage (conveyor belt velocity), etc.

3.5 Optimal Q Configuration

As seen in the previous sections, the identification performance depends on the number of
tags competing and on the frame length. The best throughput is achieved when there are
as many competing tags as slots in the frame,N=K, yielding a maximum throughput of
1
e
≈ 0.36 [Schou83]. However, for EPC-C1G2,K can not be set to any arbitrary natural

number, but to powers of two,i.e. K=2Q, for Q ∈ [0, . . . , 15].
The optimalQ can be computed to achieve the maximum throughput in both types of

readers. In readers with fixed frame length procedure, we cannot setK=N per cycle to
reach the maximum throughput becauseK is fixed. However, we can compute theQ value
that provides the minimum identification time when a population of N tags is in coverage.
Note that minimizing the identification time in this scenario is equivalent to maximizing
the throughput of the whole identification procedure, rather than the individual throughput
per cycle. For everyQ value, we have computed the minimum and maximum value ofN
that permits to reach the maximum throughput [Bueno09b]. Figure 3.2 shows the results,
and Table 3.3 summarizes them. The optimalQ for readers with variable frame length
procedure was introduced in the previous chapter.

3.6 Conclusions

In this chapter we have characterized the EPC-C1G2 identification procedure. The anal-
ysis was carried out for typical scenarios such as traceability, inventory control, conveyor
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belts, etc. in static, semi-static and dynamic scenarios. In static scenarios the mean iden-
tification time is the metric of interest, as well as the throughput. Both have been com-
puted in this chapter, considering also the Capture Effect phenomenon. On the other
hand, in semi-static scenarios the sojourn time must be related to theIdentification Con-
fidence Level(CICL). Given a target ICL, we provide the optimal configuration criteria.
Moreover, we have studied the benefits of splitting blocks oftags into subsets. In some
scenarios this procedure reduces the mean identification time. Finally, dynamic scenar-
ios, reducingTag Loss Ratio(TLR) are mandatory as well. Expressions which relate the
system configuration and the incoming traffic of tags with theTLR have been obtained.
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Passive RFID is increasingly being used to identify and track objects in supply chains,
manufacturing processes and product traceability. In these scenarios, the readers are
placed in strategic places creating checking areas. Tags enter and leave the checking areas
trying to send back their identifiers to the readers. The sizeof a checking area depends
on the reader transmission power. In Europe, the maximum value of this parameter is 2
Watts [ETSI302]. This limits the maximum distance from the tag to the reader systems
(reader-to-tag range) up to 10 meters and may produce reader-to-reader interferences up
to 1000 meters (considering the Building Propagation Model) [Leong05]. In some instal-
lations, a single reader is not enough to cover a specific identification area, or simply the
final application requires the existence of more than one identification gate. In these sce-
narios several readers are required; the so-calledDense RFID Reader Environments(see
Figure 4.1). The performance in Dense RFID systems is negatively affected by two types
of collisions:Reader to Tag Collisions(RTC) andReader to Reader Collisions(RRC).

Current European standards and regulations [EPCgl05][ETSI302] propose some so-
lutions to reduce collision issues, but exclusively focused on minimizing RRC. Besides,
some works deal with minimization of RTC, but without considering RRC or assuming
they do not happen [WangD06][KimJ07][ChenN09]. Other proposals considering both
type of collisions do not make an efficient use of the network resources, require additional
hardware or are not even compatible with the current standards [Shail05][Kwang06].

In this chapter we review the European regulations and related works. The perfor-
mance of the different mechanisms is studied for common reference scenarios in order to
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Figure 4.1: Example of Dense RFID Environment

provide comparative results of efficiency and network usability. The drawbacks extracted
from the previous comparison help us to suggest the key properties to design an efficient
scheduler.

4.1 Reader Collision Environments. Problem description

A dense reader environment is a RFID system composed by two ormore fixed or mo-
bile readers. Typically, these readers are connected to a central device (server) by means
of a wired (Ethernet) or wireless network (e.g. WLAN or 3G). They are continuously
monitoring tags within their reading range. As we stated in the introduction, the output
transmission power (PR) delimits the reader ranges. If the readers ranges overlap,colli-
sions occur. Dense reader environments are susceptible to the followingReader Collision
Problems:

• Reader-to-Tag Collisions(RTC) occur when two or more readers overlap their
reader-to-tag ranges and try to read the same tag simultaneously. In Figure 4.2
if R andR

′

try to read tagA simultaneously,A receives electromagnetic energy
from both readers. This is a source of RTC, even if both readers are operating at a
different frequency. Since tagA is a passive device, it is unable to select a particular
reader/frequency to transmit its data.

• Reader-to-Reader Collisions(RRC) arise if the reader receives signals from neigh-
bor readers interfering with the weak signal from a tag and hindering identification.
In Figure 4.2 ifR reads data from tagB and, at the same time,R

′

sends data to tag
C, R

′

interferes withR.
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Figure 4.2: Reader Collision Problems

PR determines the boundaries of RTC and RRC as follows:

• If two or more readers are within two times, the reader-to-tag range (dRTC) either
part or the whole reading area overlaps, preventing tags operation. Hence, both
RTC and RRC are present. In this case, the readers operation should be allocated at
different working times.

• If the distance among readers is larger thandRTC and shorter thandRRC only RRC
occurs. The readers operation can be multiplexed either in frequency or in time.

• If distance among readers is larger than maximumdRRC , they will not suffer any
collisions.

Table 4.1 summarizes the distance (di,j) between two readers,i andj, and the concur-
rent operation possibilities.

4.2 Related works

This section is divided into two parts. First, the EPC-C1G2 [EPCgl05] and ETSI EN 302
208 regulation [ETSI302] applicable to passive Dense RFID systems are described. Then,
a comprehensive set of existing research proposals found inthe literature is reviewed.
These are commonly based on variations of the classical FDMAand TDMA techniques
(see Chapter 1). CDMA techniques are of difficult application in passive RFID systems,
since they require more complex circuitry in the tags. At theend of the Section, Table 4.2
summarizes and categorizes the main aspects of the schemes introduced.
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Frequency = Frequency 6=
Time slot = di,j > dRRC di,j > dRTC

Time slot 6= Any distance Any distance

Table 4.1: Restrictions to multiplexation of the readers

4.2.1 Regulations and Standards

The deployment of passive Dense RFID systems is affected by the recommendations and
definitions included in two standards: the EPC-C1G2 and ETSIEN 302 208. ETSI EN
302 208 [ETSI302] regulation defines 15 work frequencies. InEurope only 10 channels
are available, while the remaining five are used as guard bands. The regulation recom-
mends that each reader selects a channel randomly and listens to it during a prefixed time,
following theListen Before Talk(LBT) strategy. If the channel is free, the reader occupies
it for up to 4 s. After this time, the channel must be free for atleast 100 ms. This mecha-
nism is intended to mitigate the effects of RRC. In its turn, EPC-C1G2 defines a procedure
to coordinate a dense RFID reader environment, using the 10 work frequencies defined in
the ETSI EN 302 208 regulation. In EPC-C1G2 readers must operate in even-numbered
channels and tag responses must be allocated in odd-numbered channels. Hence, only 5
channels are available for readers. Readers randomly alternate among these 5 channels
using theFrequency Hopping Spread Spectrum(FHSS) technique. In contrast to ETSI
EN 302 208 recommendation, in EPC-C1G2 readers do not listento the channel before
accessing to it. Therefore, the system is still vulnerable to RRC when two readers select
the same operating frequency at a given time. In addition, this technique does not elim-
inate the RTC collisions. A tag in range of two or more readersat different frequencies
may be energized from all of them at the same time. Despite itsdrawbacks, EPC-C1G2
is de factostandard for passive Dense reader environments.

4.3 Research proposals

In this section the most relevant research proposals for coordinating the readers in pas-
sive dense RFID systems are reviewed, emphasizing their requirements, problems and
incompatibilities with EPC-C1G2. Since these mechanisms are commonly classified into
centralized and distributed, we follow this taxonomy to review them. Table 4.2 compares
their relevant characteristics.

4.3.1 Centralized Mechanisms

Centralized mechanisms are designed to be executed in a centralized device (server),
which is connected to the readers through a wired or wirelessnetwork (see Figure 4.1).
The server controls the reader’s synchronization and manages the network resources, shar-
ing them among readers.

In [WangD06] the authors propose the use of a non commercial hardware as a central-
ized server which coordinates the resources (only one channel, instead of five or ten, like
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in the standard [EPCgl05]) and also manages the reader-to-tag communication through
a technique that multiplexes the reader request to specific tags. This technique is not
compatible with the current standard. Besides, the proposed multiplexing technique in-
volves the readers have to share tags information among adjacent readers. The authors
also assume RRC do not happen in their simulations.

In [Harri60] the authors propose a centralized server to distribute the frequencies
among the readers in a pure FDMA scheme so that readers which are closer allocated
frequencies more separated from each other. Since no TDMA technique is included, RTC
is not eliminated. The authors assume that there are as many frequencies as readers,
without considering the frequency restrictions of the standard and regulations. They also
suggest reducing the reader output power to decrease the collisions. Obviously this rec-
ommendation reduces the size of the checking areas. This is not possible in many real
systems where the identification region is strictly defined.

In [KimJ07] the authors propose a similar approach, consisting of controlling the
reader output power optimally in order to reduce the RTC (butnot considering RRC).

In [ChenN09] readers are supposed to share a unique frequency channel and apply
a TDMA technique to coordinate the readers. The mechanism controls in real-time the
overlapping of the reader-to-tag read ranges. Then, it decides to disconnect the interfering
readers to reduce RTC. Needless to say, this scheme can only be applied to those scenarios
which admit the disconnection of a set of the reader systems.

4.3.2 Distributed Mechanisms

In these schemes, the readers communicate directly with their neighbors -usually by
means of wireless links- and do not rely on a centralized device to make the allocation
of the network resources.

In [HsuCH07] a decentralized mechanism calledLeo is proposed. InLeoeach reader
detects the maximum number of neighboring redundant readers that can safely be turned
off to minimize RTC, preserving the original network coverage, in a manner similar to
the OSPF (Open Shorter Path First). This is done before running the RFID identification
process. In this approach, both tags and reader positions must be known, making a real
implementation difficult. Besides, mobile readers are not contemplated.

Pulse[Shail05] is a protocol based on LBT (or CSMA) that makes use of an auxiliary
control channel. Readers can listen simultaneously to the control and the reading channel,
but only transmit in one of them. Before powering the tags, readers check if any neighbor
reader is on. When a reader is activated, it continuously transmits beacons in the control
channel before the tag reading process takes place. After a guard period without trans-
missions in both channels, the reader occupies the control channel filling it with beacons,
and shortly afterwards it starts the tag reading process.

In [LiuL08] a similar mechanism is suggested, but only for minimizing RRC, whereas
[SungK06] introduces another LBT aimed at minimizing RTC. In the latter, a wireless
sensor network is selected for reader-to-reader communications. This network is not used
for sensing particular parameters, thus resulting in extracosts.

The previously described proposals [LiuL08, SungK06] onlyconsider a single read-
ing channel, instead of five or ten, as in the European regulations and standards.DiCa
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[Kwang06] is another single channel distributed algorithmbased on LBT, and focused
on RTC reduction. It proposes to use a control channel which doubles the range of the
reading channel. When a collision with another reader is detected,DiCa decreases both
channels ranges proportionally. Authors claim that this isan energy saving system. How-
ever, since the readers’ energy consumption has a minor impact on system operation costs,
it is questionable if the energy cost reduction obtained compensates the performance loss
and extra hardware complexity.

MCMAC [DaiH07] is a multi-channel LBT strategy combined with FDMA. In a MC-
MAC system withR readers,R-1 non-overlapping channels for reading and one control
channel are used. The control channel is used to distribute the reading channels by means
of a random access competitive algorithm. Although this approach can mitigate the ef-
fects of RRC, it does not solve the RTC. Besides, if the numberof readers (R) is higher
than the number of channels (N), MCMAC delays the operation ofR-N-1 readers.

Colorwave [Waldr03] is based on a TDMA scheme for mitigatingRTC. Time-slots
for performing the tag reading process are randomly selected by the readers. Colliding
readers repeat the process, since RTC makes tag identification impossible.

HiQ [HoJ06] is a hybrid mechanism (centralized and distributed) that provides a so-
lution to minimize the RTC. It is based on the discovery of collision patterns among
readers. Readers measure the instants of collision and broadcast this data, as well as the
own channel and time period used, to adjacent readers via a common control channel.
Then, each reader computes the best time period and channel for its next reading cycle
using an artificial neural network, and each transmits this information to a global server,
which arbitrates among readers.

The main drawback of this approach is that readers have to manage a large amount of
information, and the results depend on the quality of the neural network training.

Table 1 summarizes the main features of the existing proposals for coordinating RFID
readers in dense RFID environments. As shown, proposals that alleviate RTC and RRC
effects are scarce and difficult to adapt to the standard.

4.4 Performance Evaluation

The proposals introduced in the previous section can be evaluated using different met-
rics: detection of redundant readers, number of successfulQuerypackets transmitted by
the readers (see Chapter 2), throughput (defined as the ratioof successfulQuerypack-
ets vs. totalQuerypackets sent), reader-to-reader and reader-to-tag collision probability,
etc. These metrics are aimed at measuring the mitigation of RRC and RTC. Indeed, the
schedulers have to share the resources available efficiently in order to maximize the tags
identified per slot. Therefore, we introduce two new metricsto evaluate the schedulers:

• The Efficiency(γ), defined as the ratio of resources free of RTC and RRC to the
total resources demanded by the readers.

• TheUsability (µ), defined as the ratio of resources allocated free of RTC and RRC
to the total resources available.
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4.4.P
erform

ance
E

valuation

Criterion

Minimize Minimize Centralized Distributed Control FDMA TDMA CSMA Switch off ReadersPout Fixed Mobile Extra Standard
RTC RRC Channel readers variation Readers Readers Hw. Compatibility

EPC [EPCgl05]
• • • • • •

ETSI [ETSI302]
• • • • • •

Wang. [WangD06]
• • • • •

Harr. [Harri60]
• • • • • • •

Kim. [KimJ07]
• • • • • • •

Chen [ChenN09]
• • • •

Hsu [HsuCH07]
• • • •

Shail [Shail05]
• • • • • • • •

Liu [LiuL08]
• • • • • •

Sung [SungK06]
• • • • •

Kwang. [Kwang06]
• • • • • • • •

Dai [DaiH07]
• • • • • • • •

Waldr. [Waldr03]
• • • • • •

Ho [HoJ06]
• • • • • • • •

Table 4.2: Comparison of Reader Collision Solutions

7
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Figure 4.3: Initial simulation scenario

4.4.1 Scenario description and considerations

Let us consider an initial dense reader environment withR=5 fixed readers (as depicted
in Figure 4.3). The relative distances among readers are given in matrixDRxR, measured
in meters (e.g. d2,4 is the distance from reader 2 to reader 4). Every reader transmits at
the maximum output power permitted in Europe,PR= 2 W. This value determines reader
coverage area, and the overlapping distances caused by RRC and RTC, denoted asdRRC

anddRTC , respectively.
The resources available for allocation in the scenario are the number of reading sub-

channels,F , and the number of time-slots in each sub-channel,S time-slots. Hence,
each frequency is a super-frame withS slots available. The total resources available for
allocation in the scenario is given byZ parameter. If all the readers in the system are
placed within thedRRC distance,Z is computed as follows:

Z = S · F (4.1)

Otherwise, they can share the same frequency and slots (i.e. there is spatial reuse),
then,

Z = S · (F + C(dRRC − 1)) (4.2)

WhereC(dRRC) denotes the number of clusters of readers as a function of distance
dRRC , that is, the number of sets of readers with at least a reader separated more than
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Parameter Definition Value
R Readers in the workspace [5, 10, ..., 50]
F Frequencies available 5
S Slots available per frequency 1600
Ts Typical slot-length in EPC-C1G2 2.5 ms
PR Maximum Output Power in Europe 2 W
dRTC Maximum overlapping distance for RTC20 m
dRRC Maximum overlapping distance for RRC1000 m
ri Resources requested per readeri rnd(0.10S, S)

Table 4.3: Simulation parameters

dRRC . Note that neighbor clusters may share some readers. Indeed, if there is a single
cluster,C(dRRC)=1, and equations 4.1 and 4.2 match. Other assumptions for the evalua-
tion are:

• The RFID system is periodically reconfigured, everyT=4 times, as in [ETSI302].
Hence, every frequency is a super-frame with a duration of 4 seconds. Since the
duration of a slot in EPC-C1G2 isTs=2.5 ms [EPCgl05], we assume this value to
calculate the total number of slots available per frame (or frequency)S = T

Ts
=1600.

• EveryT times the readers detect the tag population in their coverage area and de-
termine (following an internal procedure) the resources they need to identify the
population (in number of slots).

• We assume the number of slots required by each readeri everyT times is randomly
and uniformly distributed in the interval[0.10S, S).

• The number of resources (slots) free of RTC and RRC allocatedto every readeri is
denoted asβi ≤ ri.

Then, the efficiency (γ) is given by next equation:

γ =
R∑

i=1

βi

ri

(4.3)

And the usability (µ):

µ =

∑R

i=1 βi

Z
(4.4)

Note that with an optimal scheduler and assuming that every readeri requestsZ
R

slots,
thenγ=µ.
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Figure 4.4: Efficiency vs. number of readers

4.4.2 Simulation Results

The scenario in consideration has been simulated in MATLAB using the Montecarlo
method. We have considered the following schedulers (due totheir feasibility):

• Switch-off interfering readers: [HsuCH07]

• Based on TDMA: [ChenN09][Waldr03][LiuL08]

• Based on FDMA: [DaiH07]

• Regulation: [ETSI302]

• Standard: [EPCgl05]

These proposals have been implemented and simulated in the scenario depicted in
Figure 4.3, taking the parameters of Table 4.3. Note that theinitial scenario consists of
a single cluster with two separated sets at distancedRTC :{R4} and{R1, R2, R3, R5}. In
the evaluations, the number of readers increases up toR= 50, with each new reader at a
distance betweendRTC anddRRC of all the previous readers. The number of resources
available is extracted from equation (4.1), andβi andri are measured using the simulator.
A time slot is considered collision-less if it is exclusively used by only one reader.

Figure 4.4 shows the resulting scheduler efficiency. Note that [ETSI302] and [EPCgl05]
work at 10 and 5 frequencies, respectively. The rest of the schedulers have been set toF=5
(number of frequencies defined by the standard [EPCgl05]). The best scheduler efficiency
is achieved by [ETSI302], only surpassed by FDMA [DaiH07] and switch-off [HsuCH07]
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4.5. Conclusions

Figure 4.5: Network usability vs. number of readers

when R is lower than 8 and 7, respectively. Note that, although [DaiH07] shows a bet-
ter response than [EPCgl05], its implementation in a real reader is not feasible because
it uses an available frequency as control channel, not compatible with current standards.
The worst efficiency is achieved by the proposals based on TDMA. This is because in this
work we have studied the worst case, when a readeri requiresri slots, it is allocated in
a frequency and other readers can use it. In other cases the TDMA proposals will have a
better response.

Figure 4.5 shows the resulting network usability per scheduler. In this case, the worst
usability is achieved by TDMA, independently of the number of readers, because only one
of the five available frequencies is occupied. [ETSI302] hasa low usability whenR<10
because the resources required is lower than the frequencies available ([ETSI302] sets
F=10). WhenR>10, this scheduler has the best network usability. Standard in [EPCgl05]
has a good usability but lower than regulation [ETSI302] because one of the available fre-
quencies is used as control channel. In the results it can be easily checked that a high
number of frequencies is mandatory when the number of readers is high, in order to ob-
tain both a good efficiency and a good usability. However, since the number of available
channels is limited, TDMA techniques must be used in coordination with frequency mul-
tiplexing.

4.5 Conclusions

In this chapter we have reviewed the Redundant Reader Problems and the solutions pro-
posed by the current standard for passive RFID, the Europeanregulation, as well as the
related proposals. We have checked that, most of them are focused on reducing only one
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type of collision (RTC or RRC) but not both. Besides, most of the proposals require ex-
tra hardware in readers and/or tags, or are incompatible with current standards. We have
evaluated the proposals compatible with the standards and the results have demonstrated
that most of them have a low efficiency in scenarios with a highnumber of readers. The
network usability of schedulers is also low, motivated by the exclusive use of FDMA or
TDMA, but not the combination of both techniques. Hence, from the results we deduce
that combining TDMA and FDMA could be a good strategy to improve the scheduler
efficiency and the network usability. This approach requires that the scheduler solves, for
each iteration, a mathematical problem to assign readers tofrequencies and slots in order
to minimize the Reader Collision Problems, with several constraints.
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The anti-collision protocols for active RFID systems are studied in this chapter. Al-
though the capabilities of active tags highly surpass thoseof passive counterparts, the ba-
sic identification procedure is similar. In this chapter, anti-collision methods which takes
advantage of already available capacities in active devices are proposed: a non-persistent
CSMA based on Sift [TayYC04] and a p-persistent CSMA. The former outperforms the
current standards in terms of identification delay. The latter is a good strategy when the
energy saving in active tags takes priority.

5.1 Introduction

Active RFID is an attractive technology in scenarios where passive technology limits im-
plementation,e.g.product traceability with control of external factors: temperature, vibra-
tions and cargo opening. Active tags have an autonomous power source and incorporate
circuits with a microprocessor and a memory to read, write, rewrite or erase data from
an external device, sensors, etc. The main advantage of active tags is the long reading
distance, more than 100 meters.

In contrast to passive RFID, active RFID have attracted little academic attention in the
topic of anti-collision procedures. The main reason for this lack of interest is that active
tags do not present the hardware constraints of passive tags, and the anti-collision proto-
cols can be more sophisticated. A typical active tag may use Bluetooth [Siege03] or IEEE
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802.11 protocols or MAC protocols designed for WSN [Vales08b]. The battery power of
these devices is enough to operate sensors and perform calculations. However, the cost
of active tags is still too high for their massive adoption (see Chapter 1). Therefore, the
options are either very simple approaches suitable for passive RFID, or very sophisticated
proposals for active RFID.

Independently of the final application, both active and passive RFID must implement
an anti-collision protocol for avoiding/handling collisions to ensure readers communicate
with tags as quickly and reliably as possible, ensuring the whole tag population is identi-
fied. However, active RFID has an additional goal: to save energy in order to maximize
the battery lifetime in active tags. Therefore, the tag identification problem deals with
identifying multiple objects with minimal delay and power consumption, reliability, line-
of-sight independence, scalability, etc.

As well as passive RFID, Aloha family protocols are practically the unanimous choice
for active RFID anti-collision procedures, including the standards EPC-C1G2 [EPCgl05]
and ISO/IEC 18000-7 [ISO03]. The former proposes the same FSA and DFSA procedures
in both passive and active RFID (see Chapter 2). In the passive systems, EPC-C1G2 is
thede factostandard. However, in active RFID EPC-C1G2 has not been introduced due
to the lack of energy saving mechanisms. in contrast, the latter, ISO/IEC 18000-7, is
widely deployed for active RFID and it proposes an anti-collision mechanism based on
FSA which address the energy problem, turning off devices after successful identification.
Besides, DFSA is suggested to adjust the contention frame length but no particular algo-
rithm is endorsed, and ISO/IEC 18000-7 leaves the selectionopen to vendors. Most of the
DFSA algorithms studied in Chapter 2 can be easily implemented in ISO/IEC 18000-7.
The main problem of ISO/IEC 18000-7 protocol is its simple default identification proce-
dure, similar to EPC-C1G2, which does not exploit the activetags capabilities to improve
identification performance. For instance, carrier sense capabilities of active tags, which
do not add any additional costs, would permit to operate CSMAseamlessly.

Hence, in this chapter we propose the use of non-persistent CSMA based on Sift
[TayYC04] CSMA and p-persistent CSMA as anti-collision procedures for active RFID
systems. On the one hand, the former is fully compatible withthe standard. It is based on
applying the quasi-optimal Sift distribution along with CSMA for active tag identification.
We evaluated analytically the average identification time of this procedure and compared
the results with the current ISO/IEC 18000-7 and EPC-C1G2 standard. The results re-
veal that the non-persistent Sift-based CSMA outperforms both procedures [EgeaE07a].
Moreover, it also scales much better, without the need for further adaptation mechanisms.
On the other hand, a p-persistent CSMA approach is also considered for active RFID
systems. This alternative allows noticeable energy savings since tags withdraw from con-
tention in the very beginning of the slots, sleeping until next time slot, thus minimizing
consumption.

Before addressing the non-persistent and p-persistent CSMA proposals, we describe
the anti-collision procedure of ISO/IEC 18000-7 and the related works in the field.
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Figure 5.1: Anti-collision procedure of ISO/IEC 18000-7 (from [ISO03])

5.2 ISO/IEC 18000-7

ISO/IEC 18000-7 (or DASH7) is thede factoglobal standard for active UHF RFID so-
lutions. As we introduced in Chapter 1, ISO/IEC 18000-7 was first used by the DoD in
USA, and later consolidated in non military sectors. With the aim of improving ISO/IEC
18000-7 and extending its use, several RFID vendors, users and researchers formed the
Dash-7 Alliance [Dash7], an independent industry action group whose purpose is to pro-
mote the use of ISO/IEC 18000-7 in active RFID technology.

ISO/IEC 18000-7 defines the Physical MAC layer requirements, as well as the com-
munication protocol for active RFID systems communicatingat 433 MHz. ISO/IEC
18000-7 was ratified in 2004, and underwent modifications in 2008 and 2009.

5.2.1 Anti-collision procedure

The anti-collision algorithm defined in ISO/IEC 18000-7 is based on a FSA procedure.
Figure 5.1 illustrates the identification sequence. Beforethe reader initiates the identifi-
cation procedure, aWake-Upsignal is sent by the reader to wake up theN tags within its
coverage range. Tags move toidle mode, listening to the channel. Then, the reader ini-
tiates a collection round (or identification cycle) by sending aCollectioncommand, with
two parameters:

• The time the reader will be listening to the channel, waitingfor tag responses. The
standard denotes this parameter as theWindow Size(WS).

• The length of the tag responses (Ttag), determined by the fieldtypein theCollection
command. Note that this parameter determines the type of tagresponse (e.g. only
identifier, only specific data, etc.)
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Figure 5.2: Collection round of ISO/IEC 18000-7 (reproduced from [ISO03])

After transmitting theCollectioncommand, the reader senses carrier signals during
theWindows Sizetime waiting for tag responses. Every time a tag response is detected,
it is processed and the corresponding tag identifier is inserted into a buffer, commonly
calledsleep queue. After the collection round, the reader extracts the identifiers stored in
the sleep queue one by one, and, for each identifier, the reader transmits a unicastSleep
command (see Figure 5.1). When tags receive theSleepcommand, they change to the
sleep mode (saving energy mode) and do not participate againin the following collection
rounds. Afterwards, the reader starts a new collection round, resuming the identification
process, which eventually finishes after three consecutivecollection rounds without reply.

Tags operate as follows: when they receive aCollectioncommand, they extract the
value ofWindows Sizeparameter (in seconds) and calculate the number of slots (K) and
the slot size (Tslot). The latter is calculated as follows,

Tslot = Ttag + Tproc (5.1)

beingTproc the time the reader needs to process the data received from a tag and the
time to be ready to listen to the following tag response. By default, the standard sets
Tproc=2 ms. OnceTslot is calculated, the tag uses it to calculateK as follows,

K =

⌈
WS

Tslot

⌋
(5.2)

K is rounded up to the nearest integer.
The process continues with tags selecting a random slot (with a uniform distribution)

to send theirResponsepacket. Each tag controls when the slot selected starts by means
of an internal clock. Let us remark that carrier sensing is not performed in this procedure.
When the selected slot starts, tags change to the transmit mode and send their identifier.
After that, tags change to receive mode and listen to the channel. If tags are identified, they
will receive aSleepcommand to change to the sleep mode. If tags are not identified(e.g.
due to collisions, transmission errors, etc.) they will receive a newCollectioncommand.

5.2.2 Operational modes

As we stated in the introduction, ISO-18000-7 offers two operational modes:(i) fixed
frame window size procedure, where the same window size is used for every collection
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round, andii variable window size procedure, where the reader, at the endof every col-
lection round, decides whether to increase, decrease or maintain the window size in the
subsequent collection round. Both procedures are studied in depth in the following sec-
tions.

5.2.2.1 Fixed window size procedure

In this case, the reader uses the same window size for every collection roundi. The
window size is calculated by the reader as follows:

WSi
= WFi

· 57.3 (5.3)

for i= 1,2,. . . , C.
WFi

is defined by the standard as theWindow Factor. WFi
takes the same value

for every collision roundi. Figure 5.2 shows an example of constant window size in a
collection roundi with WFi

=1, the default value recommended by the standard.
As discussed in Chapter 2, the fixed window size provides a lowdegree of flexibility.

Table 5.1 shows the average number of collection rounds versus the initial number of tags
in coverage (N) for differentK values. With a fixed window size the number of collection
rounds increases steeply with the number of tags. Therefore, a simple mechanism like
FSA does not scale well, suggesting a window size adaptationmechanism as the number
of tags increases.

5.2.2.2 Variable window size procedure

In this operation mode, the reader modifies the window size atthe end of every collection
roundi for the subsequent collection round (i+1) as follows:

WSi+1
= WFi

· 57.3 (5.4)

for i ≥ 1.
In this procedureWFi

is variable and determines theWindow Sizeadjustment.WFi
is

calculated as follows:

WFi
= f(ci) = f(g(ni)) (5.5)

As seen in equation (5.5),WFi
is a mapping (f()) of the number of collisions slotsci in

a collection roundi and, in turn,ci is a mapping (g()) of the number of tags participating
in that round (ni). The standard does not provide thef() andg() functions, leading to
different proposals, most of them suggested previously forpassive RFID.

5.2.3 Performance analysis

The identification process of ISO/IEC 18000-7 is determinedby the number of remaining
unidentified tags. Like in EPC-C1G2, the identification process can be modeled as a
homogeneous DTMC (Discrete Time Markov Chain). In fact, the markovian analysis of
ISO/IEC 18000-7 for fixed window size mechanisms and assuming a static scenario, is
the same as the one developed for EPC-C1G2 (see Section 3.2).
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K \ N 10 20 30 40 50 60 70 80 90 100
4 8.2 60 630 8159 1.1105 1.6106 2.5107 3.8108 6.0109 9.61010

8 3.67 8.56 19.6 49.4 138.0 413.9 1304.2 4244.6 14127 47797
16 2.44 4.11 6.15 8.93 13.03 19.3 29.41 46.0 73.81 121.3
32 1.89 2.76 3.60 4.47 5.424 6.50 7.76 9.26 11.0 13.2
64 1.54 2.15 2.61 3.06 3.465 3.90 4.32 4.77 5.23 5.72

Table 5.1: Average number of collection rounds versus number of tags

5.3 Related works

Active RFID systems are still in an early stage and only a small bunch of works has
recently appeared related to ISO/IEC 18000-7. In [Jones07,ChoH06] the authors suggest
new tags and readers designed to save energy, and compatiblewith the standard. However,
they do not propose any mechanisms to improve the identification performance.

In [JangS07] the authors focus their proposal on the sleep round (see Figure 5.1),
suggesting a mechanism to reduce the number ofSleepcommands to exchange between
reader and tags. However, this procedure does not reduce collisions. In [YoonW08] it is
proposed to modify the content of theCollectioncommands to improve the performance.
The reader, instead of sending the window size value in the collection command, sends
the values ofTslot andK, previously calculated by it. Hence, tags only have to calcu-
late the guard timeTproc. This solution has some drawbacks: the maximumK value is
limited to 256 slots. Therefore, if the number of tags in coverage (N) is higher than the
maximumK (a likely condition due to the large communication range of active devices),
collisions will raise up and the number of collection roundswill increase. Besides, the
proposal forces tags to calculateTproc, though they do not suggest any procedures to do it.
Finally, [YoonW08] also suggests to use the variable windowsize mechanism proposed
in [ChaJR05]. However, as we demonstrated in [Bueno09c], itis not efficient.

In [YoonW09] the authors propose a mechanism where the reader, while is listen-
ing to the channel waiting for tag responses, recognizes empty slots and uses them to
transmitSleepcommands to the previously identified tags. Despite this enhancement,
there are several issues: the standard defines different time parameters that authors do
not consider in their calculations: the time a tag needs to start transmitting its identi-
fier (Ttt =1 ms), that is, the reader should listen at leastTlisten>Ttt before detecting an
empty slot. Moreover, they do not consider the time requiredto change from reception
to transmission mode (Trt =1.05 ms), and from transmitting theSleepcommand and
time to return to reception mode (Ttr=1.05 ms). Since theSleepcommand isTsleep=4.908
ms long, the implementation of this proposal requires that the time slot size be at least
Tslot=Tlisten+Trt+Tsleep+Ttr ≥8.008 ms. However, the standard definesTslot=8 ms (see
Figure 5.2).
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microslots
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microslots
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ID−Tag iCollection Command
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ACK Tag i ID−Tag j

time
Identification cycle

Figure 5.3: Anti-collision procedure with CSMA

5.4 Non-persistent Sift based Carrier Sense Multiple Ac-
cess proposal

Since active tags have carrier sense capabilities, we propose the non-persistent Sift based
CSMA mechanism to improve the identification procedure of ISO/IEC 18000-7, reducing
the identification delay. The operation mode is as follows: the reader transmits theCol-
lectioncommand, indicating theWindow Size. Tags calculate the number of contention
micro-slots (using the same procedure defined by the standard) and select one of them ran-
domly (see Figure 5.3). Each tag listens to the channel (carrier sense) up to the number of
micro-slot chosen. If the channel remains idle after the number of selected micro-slot, the
tag sends its ID. If there is no collision, the reader sends anACK-Collectioncommand,
which confirms the tag has been identified, and then the readerasks for more IDs. The tag
identified changes to sleep mode (saving energy mode) and theremaining tags start the
process again. If a collision occurs, the tags withdraw until the nextCollectioncommand.
Figure 5.3 illustrates this mechanism.

The duration of each micro-slot (denoted asTm−slot) depends on the duration and
accuracy of carrier sensing Clear Channel Assessment (CCA), which depends on the
technology, device and implementation [Ramac07]. There are many possibilities, but
we assume that devices use coherent CCA, that is, the channelis busy when the packet
preamble is detected. Thus, we set the micro-slot time to theduration of the preamble
(Tpreamble) plus the time a tag needs to start transmitting its identifier (Ttt). Therefore,

Tm−slot = Ttt + Tpreamble (5.6)

For ISO/IEC 18000-7,Tpreamble=1 ms andTtt=1 ms [ISO03]. Hence,Tm−slot=2 ms
can be considered as a conservative value, since current devices can perform this task in
less time [Ramac07]. Tags calculate the number of contention micro-slotsK as follows,

K =

⌈
WS − Ttag − Tproc

Tm−slot

⌋
(5.7)

As in the standard,WS andTtag values are extracted fromCollectioncommand.K is
rounded up to the nearest integer.

Our proposal includes not only to use the typicalCollectioncommand (see Figure 5.4)
but also theCollection with data formatcommand defined by the standard (see Figure
5.5). The latter is modified to be adapted to our proposal, replacing Start Addressand
Number of Data bytesfields byTag ID field. The result is theACK-Collectioncommand
(see Figure. 5.6).
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Figure 5.4: Collection command format (from [ISO03])

Figure 5.5: Collection with data command format (from [ISO03])

5.4.1 Performance analysis

We address the performance analysis of the identification procedure in a static scenario
(tags enter the reader coverage and do not leave until all tags are identified). The identi-
fication process can be modeled as a homogeneous DTMC,Xs, where each state in the
chain represents the number of unidentified tags, beings the cycle number. Thus, the
state space of the Markov process isN, N − 1, . . . , 0, beingN the total number of tags
to identify. The initial state isX0 = N . The transitions between states represent the
probability of successπp(t) whent tags (t ∈ [0, . . . , N ]) select a contention micro-slot
using probability distributionpr, that is, the probability each contender picks the slotr
independently. The probability of successπp(t), was introduced in [TayYC04]:

πp(t) = t

K−1∑

s=1

ps(1 −

s∑

r=1

pr) (5.8)

The transition matrixP for the Markov process{Xs} is

pij =





πp(i), i = j + 1

1 − πp(i), i = j

0, otherwise

(5.9)

The average number of steps until absorption is computed with the same method ap-
plied in Section 3.2.1.

Figure 5.6: ACK-Collection command
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Let us assume that the micro-slots are chosen uniformly. In this casepr = 1
K

. Figures
5.7 and 5.8 show the results using a uniform distribution fordifferent numbers of micro-
slots. FSA, this proposal does not scale well. In fact, its performance is worse and together
with the additional device complexity it may be one of the reasons why it has never been
proposed as an anti-collision procedure for RFID systems.

Now let us assume the Sift distribution, which is an approximation to the optimized
distribution derived in reference [TayYC04], is used. Siftis based on the concept that
when we are interested in low identification delay for the first x tag identification reports, it
is important for the first few successful slots to be contention free. Sift uses a fixed window
size, but, in contrast to typical FSA procedures, Sift uses anon-uniform, geometrically-
increasing probability distribution for picking a transmission slot in the window. Hence,
the key difference between Sift and FSA protocols is that theprobability of selecting a slot
in the window size interval is not uniform. Instead, with a carefully-chosen fixed window
size and fixed probability distribution, Sift can perform well in RFID systems.

Therefore, with Sift distribution, the probability to select a slotr is given by:

pr =
α−r(1 − α)αK

1 − αK
(5.10)

for r = 1 . . .K andα = M
−1

K−1 .
M is a parameter of the Sift distribution, pre-configured before deployment and repre-

senting the maximum number of contenders (expected by the designer). The results shown
in Figures 5.9 and 5.10 reveal that the number of collection rounds increases almost lin-
early with the number of tags, unlike the exponential increment of FSA. Therefore, this
procedure scales well. In addition, by increasing the number of micro-slots the number of
collection rounds tends to the minimum (N collection rounds). However, the duration of
a collection round increases and may even be counterproductive. As seen in Figure 5.10,
K=8 is enough to handle the entire range of tags.

These results show that after selecting carefully the distribution for the contention win-
dow, non-persistent Sift based CSMA becomes an scalable technique for the identification
of RFID tags.

5.4.2 Performance Evaluation

In order to compare the different proposals the collection rounds are translated to absolute
time, since the actual duration of a collection round depends on the number of slots. First,
we compare non-persistent CSMA with the Sift distribution versus ISO/IEC 18000-7. The
parameters in ISO/IEC 18000-7 are chosen from the specification [ISO03]. A collection
round lasts aCollectioncommand (5 ms) plus the slots (8 ms each). Finally, for every
identified tag the interrogator sends anAck packet (5 ms) before starting a new collec-
tion round. For the CSMA collection round, we set the same duration for theCollection
command (5 ms) and anACK-Datapacket (8 ms) plus the time forall the micro-slots,
calculated in Section 5.4.

As can be seen in Figure 5.11, non-persistent Sift-based CSMA with 8 micro-slots
(and Sift parameterM=64) outperforms the procedure proposed by ISO/IEC 18000-7for
every value ofK. When the number of tags is low, the improvement is not important but,
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Figure 5.7: Average number of collection rounds with uniform distribution
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Figure 5.8: Average time with uniform distribution
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Figure 5.9: Average number of cycles with Sift (M=64)
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Figure 5.10: Average time with Sift distribution
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Figure 5.11: Comparison of ISO/IEC 18000-7 versus CSMA withSift distribution

as the number increases, FSA becomes unstable and the frame length must be adapted. On
the contrary, non-persistent Sift-based CSMA can handle all the range of tags seamlessly.

Finally, we compare non-persistent Sift-based CSMA (M=64) with EPC-C1G2. In
this case, according to the standard [EPCgl05], empty slotsand slots with collision are
shorter than slots with successful packets (Data packets). However, we provide an ap-
proximation of the average identification time, assuming that the duration of all the slots
is the same and equals 2.505 ms, which is the time needed for the correct identification of
a single tag at 40 Kbps [EPCgl05]. Thus, this is a conservative estimate, since empty and
collision slots are actually shorter (0.575 ms). For non-persistent Sift-based CSMA, we
set the same values as in the previous comparison. In Figure 5.12 we show the results. In
addition to the average number of collection rounds previously computed, we have simu-
lated the EPC-C1G2 with the variable frame length proceduredeeply explained in Chapter
2. It is also included in Figure 5.12 labeled as “Adaptive”. Obviously, for a fixed frame
length the results are the same as in Figure 5.11 but with another time scale. However,
this figure also shows that non-persistent Sift-based CSMA outperforms EPC-C1G2 with
frame adaptation as well. Moreover, in this case, the improvement is even better (around
50 % for almost all tag domain) due to the micro-slot length, as discussed before.

In summary, non-persistent Sift-based CSMA makes possiblea quick identification of
tags in all the cases. The actual improvement depends on the duration of the contention
micro-slot. However, it is more important to remark that non-persistent Sift-based CSMA
also scales much better than ISO/IEC 18000-7 and EPC-C1G2, even with its variable
frame length procedure (variable EPC-C1G2), which simplifies the implementation of
readers and tags.
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Figure 5.12: Comparison of EPC-C1G2 versus CSMA with Sift distribution
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Figure 5.13: Identification procedure with p-persistent CSMA proposal

5.5 p-persistent Carrier Sense Multiple Access proposal

The p-persistent CSMA proposal has been designed for those scenarios where saving
energy in active tags is a priority. In contrast to the previous proposal, we assume the
tags are always in the sleep mode and, at each contention slot, tags decide wether they
wake up (with probabilityp) or they keep on in the sleeping mode (probability 1-p) (see
Figure 5.13). Hence, the goal is to calculate the optimalp value that maximizes energy
saving but getting a reasonable identification delay. It is clear that, for low values ofp, a
considerable saving of energy can be obtained.

Note that this proposal was designed for WSN in [Vales08b]. In that scenario, a pop-
ulation of n nodes monitor an event, and the goal is to minimize the delay of the first
notification of the event. In this section, that proposal is extended to RFID as follows: if
n tags are in coverage with a reader, the goal is to minimize thedelay of then tag iden-
tifications, maximizing the energy saving. The “event” corresponds with an identification
order from the reader, an alarm detected by the tag, etc.

91



Chapter 5. Anti-collision protocols in active RFID systems

5.5.1 Performance analysis

In this section we compute the optimalp for thep-persistent mechanism that minimizes
the delay of the first identification, that is, the time elapsed from the moment the reader
begins identification procedure to tag identification reaches the reader. Note that this
analysis can be seamlessly extended ton identifications with slight modifications.

Before carrying out this analysis, it is necessary to assumea network model, since the
optimalp depends on the expected number of tags in coverage.

5.5.1.1 Average notification time

At the beginning of each activity period, all the tags (N) contend in theCollectionround
to transmit their identifiers. LetK be the number of contention micro-slots, and let
q be the random variable which selects the initial contentionmicro-slot for tagi =
1, . . . , N . Let us assume the number of contention micro-slots is ar.v. chosen uni-
formly, q=Uniform(1, K) for all nodes. Let us denoteqk = Pr(q = k) = 1

K
for every

k ∈ [1, . . . , K].
The probability of success in contention (one tag sends its identifier successfully) is a

function of the number of tags competing (N). Obviously, forN=1 the probability is 1,
and forN ≥ 2 it is given by (see [TayYC04]):

π(N) = N

K−1∑

s=1

qs(1 −

s∑

r=1

qr)
(N−1) =

=
N

K

K−1∑

s=1

(1 −
s

K
)(N−1)

(5.11)

Now, let us consider persistence in the MAC algorithm; in this case the probability of
success is computed in expression (5.12).

π(N, p) =

N∑

c=1

π(c)

(
N

c

)
pc(1 − p)N−c (5.12)

For a given number of contending tags (N), we can define ther.v. TN representing
the “number of time slots until one of theN tags wins the contention and transmits”. The
mass probability function ofTN is given by the following equation:

Pr(TN = j) = π(N, p)(1 − π(N, p))j−1 (5.13)

for all j ≥ 0.
In the last expressions we have considered parameterN as a constant. However, as

we discuss in the following section, there are scenarios where N can be ar.v. N . In this
case, the average number of time slots until a tag wins the contention (T̄ ), for a random
number of contendersN is

T̄ (p) =

n∑

i=1

T̄iPr(N = i) (5.14)
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Note thatPr(N = i) depends on the scenario considered (see section 5.5.1.2, equation
(5.15)).

Let us notice that the previous expression gives the averagenumber of time-slots re-
quired for the transmission of the first notification.

5.5.1.2 N as random variable. Example of network model

In some active RFID scenarios tags are configured to send datato the reader once they
have detected an alarm or an extraordinary event,e.g. when active tags used in product
traceability detect an increase of temperature which can degrade the product to which they
are attached to. These types of scenarios are modeled as follows:

There is a RFID system formed byN tags, densely and randomly deployed in a large
area (of sizeA), and we consider that events occur equiprobability in the areaA. There-
fore the number of tags that capture each event is given by ar.v. N , taking values on
[0, 1, . . . , n]. Let us consider a uniform tag distribution into the target area. To compute
N , we assume that events are captured by tags within a certain radio r from the point
where the event takes place (e.g.a reader at distancer starts a Collection round), and that
the radio communication coverage radius isR. The size of the area where the event takes
place is given bya = πr2 ≪ A.

If all the tags that receive the event contend for its simultaneous transmission to the
reader, then, the probability mass function ofN is given by equation (5.15).

Pr(N = i) =

(
n

i

)(
a

A

)i(
1 −

a

A

)n−i

≈

≈
(n a

A
)ie−n a

A

i!

⇒ N ≈ Poisson{n
a

A
}

(5.15)

In this equation we have employed the Poisson approximationfor the binomial distri-
bution. This approximation is correct ifa

A
≪ n a

A
≪ n, which is clearly fulfilled sincen

is expected to be very large and the ratioa
A

very low. Based on the Poisson distribution
nomenclature, let us defineλ = n a

A
. Therefore, in our modelλ can be interpreted as the

average number of tags that detect an event or alarm.
In addition, there is a relationship betweenλ and the event coverage probability (α),

which the probability that at least one tag captures an event,

1 − α = Pr(N) = 0 ⇒ α = 1 − e−λ ⇒

⇒

{
λ = −ln(1 − α)

n = −A
a
ln(1 − α)

(5.16)

Hence, for a given coverage probability target we can compute the number of tags to
be deployed, and theλ associated to such network configuration. Figure 5.14 showstheλ
valueversusa coverage probability target from 95% to almost 100%.
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Figure 5.14:λ versus targetα

5.5.1.3 p optimization

From the previous analysis we can express our minimization criterion as,

p = arg min
p

{
T̄ (p)

}
=

= arg min
p

{ n∑

i=1

T̄iPr(N = i)}

}
=

= arg min
p

{ n∑

i=1

( ∞∑

j=1

jPr(Ti = j)

)
Pr(N = i)

}

Simplifying,

T̄ (p) =
1

p

n∑

i=1

(
1∑i

c=1 π(c)
(

i

c

)
pc−1(1 − p)i−c

λie−λ

i!

)

=
f(p)

p

(5.17)

Deriving the previous equation and equalling to zero to compute the minimum, we
obtain,

dT̄ (p)

dp
=

d(f(p)/p)

dp
= 0 ⇒ p =

f(p)

f ′(p)
= g(p) (5.18)

From equation (5.18) the optimalp can be computed using the Banach’s fixed point
theorem [Debna90]. This theorem states that for a contraction mappingg(x) from a closed
subset F of a Banach space E into F, a uniquex exists in F such thatg(x) = x. In our
problem the contraction mapping isg(p) = f(p)

f ′(p)
. In addition, the theorem provides a
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Figure 5.16:T (p) versusλ for the optimalp

constructive method to find out the fixed point: setting an arbitrary initial p0 we compute
pi+1 = g(pi) = f(pi)

f ′(pi)
. Eventually, the successionpi converges to the optimalp. Further-

more, since the theorem guarantees that the solution is unique this point is the minimum
we look for.

5.5.2 Results

Figure 5.15 shows the optimalp obtained using the fixed point theorem. For values of
λ lower than 3.5 we obtain a p>1, which has no physical meaning. In these cases, we
have to selectp=1 to achieve the best performance. That is, the mechanism behaves as
a 1-persistent algorithm. However, note that in any practical deployment the number of
tags must be selected so that the probability of losing events is low enough (usually target
values should be less than 1%). Looking at Figure 5.14, we conclude that in this case
λ >4. For these values ofλ we obtain p<1, and the use of the p-persistent approach
makes sense.

Figure 5.16 shows the average number of activity periods (time-slots) required for the
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versusλ for the optimalp

event notification for both, thep-persistent and 1-persistent variant (i.e., no persistence
mechanism used) of the protocol respectively. As it is shown, the use of persistence
controls and adjusts contention, keeping the notification delay almost constant. On the
contrary, with 1-persistence, delay increases as the number of contenders raises (higher
λ). In fact, the increase may be higher, depending on the size of the contention window,
that is, the available number of micro-slots (these resultshave been computed forK=32).

Finally, the energy saving can be approximated as follows. Let us assume some energy
consumption per awake tag and activity period,G. If no persistence is employed, the
energy consumed for the transmission of an identifier isEp=1 ≈ T (1)λG (let us recall
thatλ represents the average number of tags trying to compete). Whereas if p-persistence
is used the energy consumed isEp ≈ pT (p)λG. Let us notice that the average timeT (p)
is different in each case. Thus, the benefit is twofold since energy is reduced because of
both the asleep tags and the fewer number of time slots needed. As shown in figure 5.17,
usingp-persistence the energy consumed can be as just a 5% of the energy wasted by the
common approach for high density networks.

5.6 Conclusions

In this chapter we have studied how the current identification procedures in active devices
have a low performance due to the use of anti-collision techniques from passive RFID
(based on FSA). Since active technology already includes carrier sense capabilities, the
use of non-persistent Sift-based CSMA and p-persistent CSMA as anti-collision proce-
dures is suggested. To support the former proposal we have evaluated its identification
performance, and we have compared it with the current ISO/IEC 18000-7 and EPC-C1G2
standards. The results show that non-persistent Sift basedCSMA outperforms both stan-
dards. For instance, the average identification time can be decreased by 50% compared
to variable EPC-C1G2. In both cases, non-persistent Sift-based CSMA also scales much
better: configured with 8 micro-slots CSMA, can effectivelyhandle a range that spans
from a few tags to hundreds of them. Besides, p-persistent CSMA has also been proposed
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as a solution to reduce identification delays and, specially, to save energy. Thep-persistent
approach notably reduces energy consumption since: (i) thenumber of collisions is min-
imized, and (ii) tags do not wake up in many contention rounds. The optimal persistence
(p) according to the expected number of tags trying to send their identifiers has been com-
puted by means of a numerical algorithm based on the Banach’sfixed point theorem, for
different realistic network configurations. Results show aremarkable improvement, in the
order of 95%, in terms of energy saving.
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In this chapter we summarize the main outcomes of this thesis, as well as the possible
issues that may be addressed in future works.

6.1 Conclusions

Chapter 1 provides an overview of the RFID foundations and describes the major technical
issues related to the technology and its standardization. The main research fields in RFID
are summarized, together with a brief introduction on the topics related to anti-collision
mechanisms.

In Chapter 2 we have studied the collision resolution methods based on FSA and
DFSA. Some flaws have been detected in former proposals, and acomputational cost
analysis reveals that some mechanisms, such as SbS [Knerr08] and Floerker [Floer06],
are not feasible. Other proposals, like Variable EPC and Heuristic families, are compu-
tationally more efficient due to their intrinsic nature. Besides, it is concluded that DFSA
proposals based on ML estimators, such asChen-3[ChenW09], achieve the closest ap-
proach to the optimal algorithm for large values ofN , and that the mixed ML-Bayesian
strategy ofFloerkerestimator in [Floer06] has an excellent performance for lower values
of N , but it degrades as the initial population grows.

In addition, a new algorithm (MFML-DFSA) was developed. It mixes statistical in-
formation from several frames to improve the estimation of the number of tags via a ML
estimator. The results have demonstrated that MFML-DFSA outperforms other DFSA
proposals with a low computational cost.

Chapter 3 analyzes the identification process of passive RFID systems to find optimal
configurations. Optimal parameters depend on the type of traffic and on the underlying
anti-collision scheme in use. Criteria are provided to select either the best frame length
(K) or the best population (N) in static and dynamic scenarios (Table 3.3 and Figure
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3.14), whereas in semi-static case the required sojourn time is also characterized (see
Figures 3.6 and 3.10). Empirical results have matched the analysis prediction. Finally, the
static scenario was also analyzed considering the realistic Capture Effect phenomenon.
The identification time is around 35% less.

In Chapter 4 the collision problems in Dense Reader Environments have been re-
viewed. Related proposals aim at minimizing either Reader-Tag collisions or Reader-
Reader collisions. Besides, most of them require extra hardware in tags and/or readers, or
are incompatible with current standards. An evaluation wascarried out comparing these
mechanisms. The conclusion is that efficiency is low in scenarios with a high number of
readers (see Figure 4.4). Moreover, network usability of schedulers is also low (see Figure
4.5), motivated by the exclusive use of FDMA or TDMA.

Finally, Chapter 5 is devoted to the active RFID anti-collision procedures. The ISO/IEC
18000-7 standard and some related proposals are described.We have extracted the short-
comings of those proposals and have suggested the use of two procedures applied pre-
viously in WSN: non-persistent Sift-based CSMA and p-persistent CSMA. We have an-
alyzed both procedures and the results have confirmed that the non-persistent Sift based
CSMA outperforms ISO/IEC 18000-7 and EPC-C1G2 in terms of identification delay
(see Figure 5.11). Besides, the p-persistent approach may achieve energy savings up to
95% in active tags.

6.2 Future works

To close this work let us comment some open issues and future works that may be of
further interest.

The MFML-DFSA estimator proposed in Chapter 2 could be modified to improve the
estimate using additional information collected in the Physical layer, using some of the
techniques described in section 2.1. Moreover, the CaptureEffect phenomenon could be
considered to get more accurate results. In both cases, the computational cost should be
evaluated to study the impact on the final performance.

The conclusions extracted from Chapter 3 show that there aresome open issues related
to the identification procedure that have not been addressedyet: the analytical characteri-
zation of semi-static and dynamic scenarios considering Capture Effect phenomenon, the
study of the identification delay in dynamic scenarios with different incoming traffics, as
well as the analysis of the identification procedure in scenarios with more than one reader.

Besides, in Chapter 4 the requirements of dense reader environments have been intro-
duced. A promising area is the development of efficient schedulers.
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