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Abstract
Communication architectures based on the Internet of Things (IoT) are increasingly
frequent. Commonly, these solutions are used to carry out control and monitoring activ-
ities. It is easy to find cases for manufacturing, prediction maintenance, Smart Cities, etc.,
where sensors are deployed to capture data that is sent to the cloud through edge devices or
gateways. Then that data is processed to provide useful information and perform additional
actions if required. As crucial as deploying these monitoring solutions is to verify their
operation. In this article, we propose a novel warning method to monitor the performance
of IoT‐based systems. The proposal is based on a holistic quality model called Quality of X
(QoX). QoX refers to the use of a variety of metrics to measure system performance at
different quality dimensions. These quality dimensions are data (Quality of Data, QoD),
information (Quality of Information, QoI), users' experience (Quality of user Experience,
QoE), and cost (Quality Cost, QC). In addition to showing the IoT system performance in
terms of QoX in real‐time, our proposal includes (i) a forecasting model for independent
estimation of QoX applying Deep Learning (DL), specifically using a Long Short‐Term
Memory (LSTM) and time series, and (ii) the warning system. In light of our results, our
proposal shows a better capacity to forecast quality drops in the IoT‐based monitoring
system than other solutions from the related literature.

KEYWORD S
artificial intelligence, deep learning, internet of things, performance evaluation, quality of service

1 | INTRODUCTION

Deploying new technologies, such as the Internet of Things
(IoT), adds value to numerous services and applications. IoT
well represents the information value loop described in ref. [1].
The sensors generate data. This data is communicated to an end
device that collects data from several sources. The collected data
is then analysed in search for patterns or relationships that
convert data into valuable information. Finally, some actions are
carried out, such as initiating or changing a physical event. The
benefits of incorporating this added value into everyday appli-
cations and services [2–5] are reflected in an increase in the
number of devices connected to the network, expected to be 25
billion in 2030 [6].

As crucial as deploying these IoT‐based monitoring solu-
tions is to verify their operation, and at this point, we make two

observations. On the one hand, Quality of Service (QoS) met-
rics, that is, delay, jitter, packet losses, and bandwidth, have been
widely used as objective performance evaluation metrics in
communications networks [7]. These metrics are still in use, but
other emerging metrics supplement them. Quality of user
Experience (QoE) was first adopted as a natural evolution of
QoS [7–9], incorporating new measurements to get a complete
overall vision of systems' performance. Such is also the case of
the quality model proposed by the authors in ref. [10], where we
introduced the concept of Quality of X (QoX). QoX considers
data, information, network behaviour, and user experience
when evaluating or monitoring the quality of a particular system
giving rise to four quality dimensions. Quality of Data (QoD)
measures the quality of the raw data collected by system devices
(e.g., sensors). Quality of Information (QoI) measures the
quality of the information obtained after processing the data.
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Quality of user Experience (QoE) enriches QoS by adding
metrics relative to users and networks. Finally, Quality Cost
(QC) shows the impact of the improvements in the different
measured parameters according to available resources. For
instance, sending more data could improve the QoI, but at the
cost of using more bandwidth and consuming more energy.
Therefore, QC can have a significant role in optimising re-
sources [11]. A summary of the QoX model and its quality di-
mensions is shown in Table 1 and Equations (1)–(4).

QoD¼ Precission ∙ Truthfulness ∙ Completeness ð1Þ

QoI¼Quantity ∙ Precision ∙ Recall ∙ Accuracy ∙ Detail
∙ Timeliness ∙ Validity

ð2Þ

QoE¼ Jitter ∙ Delay ∙ Packet Delivery Ratio ∙ Throuhgput
∙ Gateway availability

ð3Þ

QC¼ Energy Consumption ∙ Interface Use ð4Þ

On the other hand, the IoT paradigm demands new metrics
for performance evaluation since the devices and systems
implemented are generally different and more complex than
other traditional or more studied technologies [12]. Numerous

works in the related literature present IoTmonitoring platforms
[13–15]. However, no matter the field, the Key Performance
Indicators (KPI) chosen to evaluate the performance are usually
different. Some platforms focus on energy consumption or
battery life, others on the accuracy of the collected data or
availability, and so on. It is expected that depending on the
application field, some KPIs will have more impact than others.
Still, the lack of a holistic model that accommodates the diversity
and influence of a wide range of KPIs or metrics in the per-
formance evaluation hinders other tasks, such as security or
standardisation. This paper proposes a system to control and
forecast the performance of IoT‐based platforms from a broad
perspective regarding KPIs. Notably, the proposal can detect
drops in the QoX of an air‐pollution measurement platform and
could be adapted to other monitoring systems deployed in the
framework of IoT. Our proposal measures and shows QoX
parameters and forecasts possible changes, generating accurate
and timely warnings. Deep Learning (DL) techniques have been
used, specifically, a Long Short‐Term Memory with time series,
to analyse independently different QoX dimensions and to
predict their behaviour and performance, where the estimation
is made based on the values of the last recorded measurements.
The performance of our proposed system is compared with
another forecasting solution from the research literature [16],
showing notable results.

In summary, the contributions of this paper are the
following:

TABLE 1 A summary of the Quality of X (QoX) holistic model: A case for IoT‐based monitoring.

Quality dimension Metrics Description

Quality of data (QoD) Precision (P ) Exactness of the collected measurements in every sensor

Truthfulness (Tr) Indicates the reliability degree of data resource

Completeness (C) Integrity of the sensors system

Quality of information (QoI) Quantity (Q) Information displayed and provided by LoRa devices to network server [0 < Q < 1]

Precision (P ) Fraction of data retrieved that are relevant regard to all information obtained from sensors/
networks/services [0 < P < 1]

Recall (R) Fraction of relevant geographic data retrieved [0 < R < 1]

Accuracy (A) Accuracy degree of information to the decision‐maker [0 < A<1]

Detail (D) Complete degree of information to the processing server [0 < D < 1]

Timeliness (T) The information is timely for decision making [0 < T < 1]

Validity (V ) Provided information from minimum number of IoT devices [0 < T < 1]

Quality of user experience (QoE) Jitter (J) Fluctuation of average delay between packets traversing the network

Delay (D) Average end‐to‐end delay between end devices and the server

Packet delivery ratio (PDR) Percentage of packets successfully traversing the network to the server

Throughput (Th) Average rate of bps received on the server during a time interval

Gateway availability
(GW_av)

Percentage of time that a gateway has the ethernet interface active and available to forward
traffic over the traditional network to the server in a time interval period

Quality cost (QC) Energy consumption (EC ) Energy required to perform an action/set of actions by all the devices under evaluation

Interface use (IU ) It is binary and will take the value IU = 1 if the devices comply with the time constraint of the
duty cycle in LoRa and IU = 0 if not.
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(i) A novel warning method to monitor the performance of
IoT‐based systems is presented. The performance is
assessed from a holistic perspective, including several
quality dimensions, from data to cost, with the advantage
of being configurable to adapt to the application field
under consideration.

(ii) The operation of the proposed system is shown using
collected data from a real‐world scenario.

(iii) A forecasting method has been included to detect and
predict malfunctioning.

(iv) The proposed complete system has been compared with a
state‐of‐the‐art solution, showing better results.

The rest of the paper is organised as follows. Section 2
presents a comprehensive review of related works. Section 3
describes the proposal and the research methodology,
including the data acquisition, regression model, and warning
system. The results are shown and explained in Section 4.
Finally, a summary of the most important findings is included
in the conclusion.

2 | RELATED WORKS

Defining a model for performance evaluation in versatile IoT‐
based monitoring solutions is a complex task. Numerous fac-
tors will impact, such as the number of devices, distances be-
tween the IoT devices/nodes and the communication gateway
(e.g., from LoRa nodes to the LoRa gateway), assigned hard-
ware resources, type of devices, number of software layers
implemented, communication protocols etc. Any service or
application constructed over IoT technology has the challenge
of measuring its operation quality. For other telecommunica-
tion services like video streaming, measuring is straightforward,
just by assessing network delay, packet losses, and other
computer network metrics. However, there are many influ-
encing factors for IoT‐based services, so new proposals are
being studied in the related literature.

In ref. [8], the authors introduced a very interesting
methodology to measure quality metrics in an IoT service
environment, but their focus was on the users' experience and
satisfaction. A complete analysis of QoE metrics in a wireless
environment and a straightforward QoE estimation were
presented in ref. [17]. Similarly, in ref. [18], the authors used
cognitive capabilities to optimise radio communications re-
sources in IoT, that is, focussing on the wireless network part
of the IoT‐based systems. The correct selection of the most
relevant KPIs was emphasised to assess a proper QoE esti-
mation in WiFi scenarios employing supervised and unsuper-
vised Machine Learning algorithms.

The works presented in refs. [19, 20] show how to optimise
the accuracy of 5G networks minimising costs through Deep
Learning techniques. In ref. [21], the authors applied a DL
model based on a Convolutional Neural Network (CNN) and a
Recurrent Neural Network (RNN) to predict current and
future values of QoE in a time series, showing the advantages
of incorporating the use of DL in these scenarios. Following

the same trend, a real‐time model based on LSTM was intro-
duced in ref. [22] to detect and predict anomalies in wireless
networks. These anomalies were the origin of performance
collapse in any device or network. As another example, Casas
et al. [16] used a mobile network environment where two
phases were distinguished: (i) generating a new dataset and (ii)
estimating the value of quality metrics using ML techniques
based on decision trees. The authors used Mean Opinion Scale
(MOS) scale to evaluate system performance. Other authors
[23] proposed a model to estimate QoE employing multi‐line
regression and using as an example an IoT scenario. Finally,
the works done in refs. [24, 25] addressed the issue of cognitive
abilities on IoT, following a similar approach to QoX.
Although the authors in ref. [24] referred to the use of Arti-
ficial Intelligence and Machine Learning, they did not specify
the application of any particular technique.

From the mentioned works, we can observe that it is
critical to have a means of measuring the quality of a system
operation. This is particularly important, for example, in IoT‐
based warning systems. When the goal is to reduce the material
and economic impact of disasters and prevent loss of life, a
warning system is beneficial to notify the user of a drop in
quality. In other words, it will tell the user that the system's
performance is decreasing; therefore, corrective actions or
response plans could be executed. Nevertheless, as mentioned
previously, the lack of a holistic model able to accommodate
the diversity and influence of a wide range of KPIs or metrics
in the performance evaluation of IoT‐based monitoring hin-
ders other tasks, such as security or standardisation.

3 | METHODOLOGY AND PROPOSAL

This section presents the research methodology followed and
the description of the proposed warning system.

3.1 | Data acquisition

In our proposal, the air quality of a geographic area is monitored
using IoT devices with a LoRa communication module, a Low
PowerWide Area Network (LPWAN), and processing servers in
the cloud. As a first step, this system is recreated using computer
simulations and real data from an open air‐quality dataset
available in ref. [26]. Using these real data, we simulate the
operation of 53 LoRa devices located across a coverage area
depicted in Figure 1. Each LoRa device represents an air‐quality
measurement station working continuously for 360000 s
(approx. 100 h). The air‐quality data used in the simulation
belongs to a real dataset that can be found in ref. [26] and in-
cludes the following parameters: NO, NO2, NOx, PM10,
PM2.5, wind speed, temperature, wind speed, and humidity.

Each LoRa device sends the collected air‐quality data to
the LoRa gateway station in data packets following an expo-
nential distribution and conforming to the limitations of the
LoRa technology (duty cycle). Extensive simulations are car-
ried out in two different scenarios. The first is an ideal scenario
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where the complete system behaves ideally without losses or
communication delays. The second one is a scenario with
failures (lossy), incorporating random losses (<10%) and
network delays (<100 ms). Then, for each scenario, three
different geographical environments are considered: urban,
suburban, and rural, with an effect on the wireless communi-
cation channel. As a result, six test scenarios are emulated in
total. For each emulated scenario, we collected the outputs in
terms of quality performance QoX throughout the entire
simulation, that is, the quality of raw data (QoD), the quality of

the information obtained from that collected data (QoI), the
quality of the communication architecture (QoE), and the
quality cost (QC). Table 1 describes each quality dimension
QoX and the related metrics. Equation (1)–(4) show how each
quality dimension is computed. Figure 2 shows an example of
the obtained quality measurements during the simulation.

3.2 | Preprocessing

All outputs generated in those simulations were stored inde-
pendently for each scenario and environment. This new dataset
contained information about quality dimensions and KPI,
namely QoD, QoI, QoE, QC, and parameters such as delay,
jitter, etc.

In order to minimise the effect of the random component
and maximise the performance of the proposed forecasting
model and monitoring system introduced in this paper, the
dataset used by our model consists of data obtained from 10
independent simulations. It is also important to note that the
dataset contains a wide variety of high and low‐QoX values
resulting from the emulated operation using real data, so it
represents well a real scenario. Later, all this information is
dumped on a data processing software that allows processing a
large volume of data using Python.

Next, data pre‐processing eliminates failed records and
groups the data. The last step in this phase is using sliding
windows of size t, where t should be much smaller than the

F I GURE 1 The emulated IoT‐based air‐quality control system. The
system includes simulated devices and networks, but it uses real data. The
system is composed of LoRa nodes (LoRa end‐node), a LoRa gateway
(LoRaGW), and a processing server (Network Server).

F I GURE 2 Example of Quality of X (QoX) measurements for the IoT‐based air‐quality system. Each line graph represents a different quality dimension
(QoD, QoI, QoE, and QC) measured during the emulated operation. The closer to 1, the better the quality. Values different from 1 mean that there have been
problems with any parameters related to a quality dimension as shown Table 1. For instance, it is observable that QoE is showing an average value because, in
this simulation, it is impacted by delay and packet delivery ratio. More information about this quality model and its four quality dimensions can be found in [10].
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total number of data collected T (t << T). In this case, the
sliding window size is equal to 5 (t = 5), that is, a history of five
data is required to estimate the value of the sixth one. It is
important to choose a proper t because it allows (or not) the
estimated value to be less (or more) conservative and adapt (or
not) to sudden changes in system performance metrics. As an
example (Figure 3), we need to know the values of A, B, C, D,
and E in order to estimate F, and so on, until the last data is
received. The smaller the window size, the more volatile the
resulting prediction value is and the better it can adapt to
sudden changes in our network. Once the data is organised in a
time series, the data set is then divided into two parts, namely,
train‐set and test‐set (75/25), without being shuffled.

3.3 | Proposing a Deep Learning model for
forecasting

The next step is to define an independent regression model for
each quality dimension QoX. One of the most popular methods
for forecasting is the use of Neural Networks (NN). Neural
networks are a network of interconnected nodes in which each
node is responsible for simple calculations and their combina-
tion allows obtaining the desired results. Artificial NN (ANN),

Convolutional NN (CNN), and Recurrent NN (RNN) are three
of the most important types. RNN remember the sequence of
the data and use data patterns to provide predictions, so they are
used in natural language processing models and speech recog-
nition. The main difference among RNN and other NN is the
feedback loops incorporated into RNN, which facilitate data
sharing among the different nodes. RNN are considered short‐
term memory systems, that is, the processed sequence must be
relatively short for previous activations to have a relevant effect
on the current prediction. However, LSTM are a particular
category of RNN able to remember a relevant piece of data in
the sequence and preserving it for several instants of time.
Therefore, it can have long‐term memory.

We propose a model based on a bi‐directional LSTM with
long‐term memory blocks, back and forward propagation, a
sliding window that adjusts the model from the training data, an
optimiser based on Stochastic Gradient Descent (SGD), and a
loss function based on Mean Squared Error (MSE). To manage
the state and obtain the prediction of the next value, these
memory blocks use gates, both input and output. Finally, forget
gate is used to update the model memory. It is important to note
that the model we propose is based on sequence sorting using
two (bidirectional) LSTMs as input sequence as shown in
Figure 4. The first one adds a copy of the sliding window data as
is and the other one an inverted copy, which allows a faster and
deeper learning. The training process updates the weights w of
the model coefficients iteration after iteration, using SDG,
optimising the weights to minimise the loss function. The
proposed model has an input layer, an output layer, and a hidden
layer, with the connections between the different layers being
bidirectional as mentioned. The pseudocode of the proposed
forecasting model is shown in Figure 5.

After the training phase, the model performance will be
analysed using the test set. The R2 score is calculated as shown
in Equations (5) and (6) to assess the performance of the
forecasting model. R2 with values in the range [0,1] is also
known as the determination coefficient. It determines the
quality of the model to replicate the results and the proportion
of variation in the results that the model can explain.

F I GURE 3 Time series with a sliding window of size t = 5. Real
data from the first QoX measurements (A to E) is used to foresee the
next QoX value (F), then real data from the next five QoX
measurements (B to F) is used to foresee the next QoX value (G), and
so on. This is done individually for each QoX dimension (QoD, QoI,
QoE, and QC).

F I GURE 4 Graphical representation of the
Bidirectional Long Short‐Term Memory (LSTM)
model (x≡input layer, h≡output sequence, y≡output
layer, σ≡activation function).
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R2 ¼ 1 −
MSEðmodelÞ
MSEðbaselineÞ

ð5Þ

MSEðbaselineÞ ¼
1
N

XN

i¼1

yi − yð Þ
2

ð6Þ

3.4 | Proposing a warning system for
performance control

A simple yet efficient warning system is also introduced,
completely configurable, that works as follows. In case the
forecast predicts a d% drop in the quality performance in
comparison with a previous observation time (called Teval

and initially set to 5 min), and if this decrease is sustained
over several n consecutive Teval, then a warning will be
communicated to the user of the IoT‐monitoring platform,
together with the specific QoX dimension, metrics, and de-
vices involved in that quality dropping. In this paper, for
simplicity, it is assumed that d is equal to a 50% drop and n
equals 5. Note that these values are entirely customisable and
can be adapted to the specific IoT system under monitoring.
Similarly, a notification warning will be generated if the
estimated quality level remains identical between one Teval

and the next.
The proposed warning system can be seen as a classification

problem that takes the value 1 when action is needed and
0 otherwise, allowing us to compare the results with other
models from the related literature. A similar and interesting
classification model was found in [16] for quality assessment,
but that uses Mean Opinion Score (MOS) as the quality metric
instead of using a more comprehensive quality model as QoX

[10, 27]. The MOS scale ranges from 1‐5, where 1 is the mini-
mum value for quality (lowest quality), and 5 is the maximum
(highest quality). Therefore, in contrast to our QoX model, the
model presented in [16] does not allow for estimating a quality
value continuously but a discrete integer value based on the
KPIs collected by the simulation. So, to be able to compare that
proposal with the one suggested in this paper, we focus on the
notification system that they proposed, and that generated an
alarm if the estimated quality value was less than 0.4 on a scale
[0–1] (or 2 in the MOS scale).

3.5 | Metrics to evaluate the warning system

The robustness of the warning system will be evaluated using
the confusion matrix and its four well‐known components:
True Positive (TP), True Negative (TN), False Positive (FP),
and False Negative (FN). TP is the number of positives
correctly classified as positive by the model. TN is the
number of negatives correctly classified as negative by the
model. FN is the number of positives incorrectly classified as
negative, and FP is the number of negatives incorrectly
classified as positive. Based on the Confusion Matrix, more
advanced metrics can be calculated. Precision Equation (7)
measures the quality of estimated positives concerning actual
positives. Recall Equation (8) measures the number of cases
classified as true positives over everything positive, and F1
Score Equation (9) is a good metric that seeks to keep es-
timates away from FP and FN trying to balance Precision and
Recall. These advanced metrics will be employed to compare
the results obtained by the warning system with our real QoX
performance data and with [16].

F I GURE 5 Pseudocode of the Bi‐LSTM forecasting model to predict the values of the QoX dimensions (QoD, QoI, QoE, and QC).
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Precision¼
TP

TPþ FP
ð7Þ

Recall¼
TP

TPþ FN
ð8Þ

F1¼
2 · ðPrecision · RecallÞ
Precisionþ Recall

ð9Þ

4 | RESULTS AND DISCUSSION

This section discusses the results of the proposed Deep
Learning model to forecast the values of each QoX dimension
(QoD, QoI, QoE, and QC). Then, the proposed warning
system for performance control is compared with the contri-
bution from ref. [16]. As mentioned before, we have carried
out simulations in two different scenarios, one without losses

F I GURE 6 Loss function to evaluate the performance of the deep learning model for forecasting. (a) Loss functions in an ideal urban scenario for QoD,
QoI, QoE, and QC. (b) Loss functions in a lossy urban scenario for QoD, QoI, QoE, and QC. In both cases, the model converges quickly to low values.
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or communication delay and another one with random losses
(<10%) and network delays (<100 ms). Then, for each sce-
nario, three different geographical environments are consid-
ered: urban, suburban, and rural, with an effect on the wireless
communication channel.

4.1 | Results of the Deep Learning model for
forecasting

The loss function is obtained at the end of the training phase.
We can quantify the difference between predicted and actual
values by observing the loss function. In other words, it shows
how good our model is in predicting the expected outcome. A
high value for the loss means our model performed poorly. A
low value for the loss means our model performed very well.
We can see in Figure 6 that the loss functions are quite similar.
Figure 6a represents the loss function in the ideal scenario
described above for QoD, QoI, QoE, and QC. Similarly,
Figure 6b represents the loss function in the lossy scenario for
QoD, QoI, QoE, and QC. It can be deduced from Figure 6
that the model converges reasonable quick and well.

Once training is finished, we see the results of the test
phase. Again, using time series, our model estimates the QoX
value and compares it to the real one, but this time, using the
test set. Throughout the test set, there are significant perfor-
mance drops of variable duration over the recorded data, and
our proposed model allows us to estimate performance drops
correctly, including short‐duration cases. This is due to the
sliding window size used in the time series (t = 5). Because it is
essential to consider multiple metrics when evaluating the
performance of a deep learning regression model, we also use

the R2 score to measure and compare the performance of the
deep learning model for each QoX dimension in each emulated
scenario of the IoT‐based air‐quality monitoring system. The
closer to 1 R2 is the better the result. As shown in Figure 7, the
best forecasting performance is achieved for the QoI dimen-
sion in both the ideal and lossy environments, with an
approximate R2 value of 0.7. Figures 8 and 9 include two ex-
amples with the forecast for QoI and QoE and the real values
respectively. A reasonable forecast is achieved for the other
quality dimensions, QoD and QC. Therefore, on average, the
performance obtained by the proposed forecasting model is
good.

F I GURE 7 Results in terms of R2 of our deep learning QoX forecasting model under different emulation conditions. The graph on the left corresponds to
the ideal scenario. The graph on the right corresponds to the scenario with delays and packet losses. Then, for each scenario, the four quality dimensions (QoD,
QoI, QoE, and QC) are displayed in three different environments (urban, suburban, and rural).

F I GURE 8 Example of the results obtained when forecasting QoI
(above) versus the real values (below), with R2 = 0.75. It can be seen that
the drops in quality (QoI dimension) are well predicted by the model, both
the large and the small drops. (Teval = 5 min).
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4.2 | Results of the warning system for
performance control

In our warning system, there will be a notification when two
conditions are met. First, if there is a sharp drop in the per-
formance estimation of QoX dimensions, and second, if this
drop is maintained for a specific time interval. Particularly, a
warning will be communicated to the user of the IoT‐
monitoring platform, together with the specific QoX dimen-
sion, metrics, and devices involved in that quality dropping in
case the forecast predicts a 50% drop in the quality perfor-
mance in comparison with the previous observation time
(Teval), and if this decrease is sustained over five consecutive
Teval. As mentioned, these values are entirely customisable and
can be adapted to the specific IoT system under monitoring.

Figures 10 and 11 illustrate the operation of the warning
system. In these graphs, the y‐axis is a boolean value, 0 or 1. 1
means that an action is required due to a drop in the quality
dimension under control, whereas 0 means that no action is
required because the quality level is kept.

As we have seen in the related literature, some articles
address issues similar to this case study, but to the authors'
knowledge, none apply a holistic and multi‐dimensional model.
In order to make a comparison with other works, we will focus
on the case of QoE monitoring, evaluation, and estimation. In
particular, our warning system will be compared with the one
introduced in ref. [16]. In that paper, the authors stated that
obtaining data from all levels of the protocol stack was necessary
to have an accurate estimation. Regarding the estimation, they
compared different ML models to predict the QoE value and
obtained the best performance with the C4.5 classification
model based on decision trees. This model estimates the MOS
value based only on the following parameters: gateway avail-
ability, jitter, delay, throughput, quantity, packet delivery rate,
and recall, which were also part of our QoXmodel (see Table 1).

A priori, the two forecasting models would not be compa-
rable since the problem is addressed by employing two different

solutions, one with a classification algorithm [16] and the other
with a regression algorithm (our proposal). Therefore, to
compare our proposal with ref. [16], we replicate the model
presented in ref. [16] to obtain the forecast QoE values. Then,
we apply the same warning system but either using the forecast
QoE data obtained with the model from ref. [16] or our forecast
QoE data obtained using our forecasting model. The results of
the notification system with either input are compared to the
real values using the confusion matrix and the Recall, Precision,
and F1metrics. This comparison is only performed for the QoE
dimension since it is the only one used by the authors in ref. [16].
Each subplot in Figure 12 represents a scenario (ideal or lossy)
and an environment (urban, suburban, and rural). The graphs in
the upper row show the associated performance for each

F I GURE 9 Example of the results obtained when forecasting QoE
(above) versus the real values (below), with R2 = 0.566. It can be seen that
the drops in quality (QoE dimension) are well predicted by the model, both
the large and the small drops. (Teval = 5 min).

F I GURE 1 0 Example of the results obtained by the warning system
for the quality dimension QoI. The lower graph represents the real QoI
performance; 1 means that during five consecutive Teval the value of QoI
has decreased 50%. The upper graph shows the output of the warning
system based on predictions, with Recall = 0.95, Precision = 0.8, and
F1 = 0.87. (Teval = 5 min).

F I GURE 1 1 Example of the results obtained by the warning system
for the quality dimension QoE. The lower graph represents the real QoE
performance; 1 means that during five consecutive Teval the value of QoE
has decreased 50%. The upper graph shows the output of the warning
system based on predictions, with Recall = 0.98, Precision = 1, and
F = 0.99. (Teval = 5 min).
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environment under an ideal scenario, while the lower graphs
show it for a lossy scenario. The urban, suburban, and rural
environments are represented from left to right. In all scenarios
and environments, our warning system performs better in terms
of Precision, Recall, and F1‐score.

Both proposals' results are similar in some cases, such as in
rural and urban environments. The differences are more sig-
nificant in a suburban environment, especially in a lossy sce-
nario that is closer to reality. For instance, Figure 13 compares
model estimation for QoE in the lossy suburban environment,
and Figure 14 illustrates warning system operation comparing
the method proposed in ref. [16], our proposal, and the real
values. Considering all the evaluated scenarios, the average
improvement obtained with our proposal is 11.4% in Preci-
sion, 7.3% in Recall, and 14% in F1 Score.

5 | CONCLUSION

The development and deployment of IoT technology are
advancing rapidly. New applications, devices, and systems are
being introduced because of their higher efficiency. While
introducing improvements, it is essential to be able to measure
the level of quality of these services and applications. An un-
expected drop in the performance of these solutions, which are
often used to monitor risk situations or environments, could
have dramatic consequences. We have seen that several models

have been proposed to measure the quality of IoT‐based sys-
tems. However, just a few introduce a holistic approach that can
encompass all the features inherent to this type of IoT moni-
toring services, and none present practical results. For the first
time, to the authors' knowledge, this paper addresses the quality
of an IoT system as the conjunction of several quality di-
mensions, called QoD, QoI, QoE, and QC, and in general,

F I GURE 1 2 Comparing the performance of our warning system with the performance of ref. [16]. Results are shown in terms of Precision, Recall, and F1‐
Score for the two scenarios (ideal and lossy) and the three environments (urban, suburban, and rural). The comparison has been made using the QoE quality
dimension.

F I GURE 1 3 Comparison of forecasting model with respect to
training values for QoE in lossy suburban environment. At the top, it is
represented the MOS obtained using the model from ref. [16], in the
middle, our forecasting model, and below the real QoE measurements.
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QoX. An IoT‐based air quality monitoring service has been
emulated using real data, including a deep learning model using
LSTM to forecast the behaviour of the four quality components
and a warning system to communicate sustained quality drops.
The system has been compared with another method from the
related literature, showing better performance and a broader
spectrum of use. We plan to improve the models in future work
and conduct new experimental tests in real environments.
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