
ORIGINAL ARTICLE

Positioning measurement using a new artificial vision algorithm
in LabVIEW based on the analysis of images on an LCD screen

Óscar de Francisco Ortiz1 & Manuel Estrems Amestoy2 & Julio Carrero-Blanco2

Received: 28 August 2019 /Accepted: 18 May 2020
# Springer-Verlag London Ltd., part of Springer Nature 2020

Abstract
Research in vision systems applied to manufacturing processes has increased during the last years. Nevertheless, accurate
positioning systems frequently require costly investments. This article presents a new algorithm developed in LabVIEW for
controlling a novel positioning system that processes images to obtain the position, which could be implemented in
micromachining. With this aim, the method uses the analysis of the LEDs shown in an image projected on an LCD screen to
perform an accurate positioning. The ultimate goal of this method is to get the coordinates of the images shown on the screen in
order to know the movement made by the system and, in this way, be able to compensate the error. The experimental results and
related analysis developed proved the accuracy and consistency in dissimilar situations. In addition, once implemented the
algorithm proposed in a closed loop program, a positioning system is achieved where the error is always convergent.

Keywords Image processing . Positioning control . Vision algorithm . Precision engineering .Micromachining . LabVIEW

1 Introduction

Positioning vision systems are widespread and are increasing-
ly important in domestic and industrial processes. The vision
provides the positioning systems with a new range of possi-
bilities that are difficult to achieve with traditional methods,
particularly reducing the investment required by accuracy
achieved. However, these systems require algorithms devel-
oped with powerful and efficient software.

One of the first methods of positioning through vision was
developed by Montes et al. [1], in which the position was

calculated based on series of patterns represented on an LCD
screen. Subsequently, based on the same principle, but with a
different methodology, de Francisco et al. [2] developed a
system which included very low-cost elements, achieving po-
sitioning in the order of a few microns. Since the distance
between the LCD screen and the vision camera is crucial for
the calibration of the system, the problem of this measurement
has been studied and analyzed from different perspectives by
authors such as Cano-García et al. [3], where the analyzed
information was extracted from the gray levels of the pixels
so that the distance between the camera and the infrared diode
(IRED) was estimated. Other authors used different methods
with successful results as Wong et al. [4] and Franzi et al. [5].
Likewise, it is essential to control the processing of the image,
especially to perform a correct measurement and analysis of
the relative position of one image with respect to another [6,
7]. The compensation of sources of error in the vision system,
such as lens distortion, lens blurring, and the non-linear pat-
tern of strips, is a complex and laborious procedure that has
been studied deeply [8], using sometimes very precise math-
ematical simplifications [9]. Similarly, the methods used for
the calibration of the machine-system where these vision sys-
tems are implemented are equally critical for obtaining results
that minimize errors [10], thus maximizing the overall posi-
tioning of the system. LabVIEW software has been used by
different authors for digital image processing [11, 12] and
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recognition [13]. In addition, it has been used, among others,
to develop robust algorithms to move motors [14], manipulate
micro-objects [15], or study multi-phase fluid flow in
microfluidic devices [16] with very satisfactory results.

Recently, the use of vision system is rapidly increasing
in different fields as inspection [17], welding [18], wood
engineering [19, 20], or robot’s [21, 22] position control.
Vision positioning systems are increasingly common in
process automation [23–26], autonomous driving
[27–31], or augmented reality assistants [32–34]. Indeed,
this is one of the most promising elements in the Industry
4.0 revolution. In addition, pose estimation and marker
detection using artificial vision algorithms are widely used
tasks for many other technological applications such as
autonomous robots [35–37], unmanned vehicles [38–44],
and virtual assistants [45–48], among others.

In this paper, we describe the new algorithm developed
based on LabVIEW to determine the movement and error com-
pensation of a micro-positioning system. LabVIEWwas select-
ed due the advantages of this graphical programming where the
code is flexible, reusable, and self-documenting [49].

2 Methodology

The developed code focuses on the processing of the image
that is taken by the vision camera. Each illuminated LED
pattern represents a set of possible target positions for an op-
eration (for example micromachining) as studied by Leviton
[50] and Chu at al. [51]. This code has been designed taking
into account the experimental equipment that will be used for
its validation. The image processing has been developed as a
stable and global treatment that allows analyzing all the image
captures whatever the conditions in which they have been
taken. The basic diagram of the software design is shown in
Fig. 1.

Two images are made in each iteration and between these
two images; the movement will be performed as shown in Fig.
2. The analysis of these images is calculated immediately after
each capture. When the second image is taken, the position
error is calculated considering the first and the second image.
This error is compared with the inserted objective error deter-
mined in the system. As long as the position error remains
above the objective error, the system will continue with more
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Fig. 1 Software diagram of the
positioning system
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iterations to minimize it. All these processes and the calcula-
tions required to execute them are explained in detail in this
work.

2.1 Bitmap file

In the LCD screen used to reference the positioning of the
camera-screen system, it is necessary to light a pattern or
series of LEDs. A 24-bit red-green-blue (RGB) bitmap file is
required to create the image that is used on the LCD screen.
There are 8 bits assigned to each component: red, green, and
blue. In each component, the value of 0 indicates that compo-
nent makes no contribution of that color and 255 refers to the
fully saturated contribution of that color. As each component
has 256 different states, there is a total of 16,777,216 possible
colors as shown in Fig. 3. Image segmentation is very essen-
tial and critical to image processing and patter recognition as
described by Cheng et al. [52].

The bitmap file was created over a Visual Basic (VB) code
within an Excel file. The Excel format has been used because
it is easy to see the color and intensity within the mesh of
pixels in Excel sheets. Four sheets are opened in the Excel
BMP file. The first one contains the necessary input data to
create the file and, in the rest, the information about red, green,
and blue color is introduced. In this work, only the “red color”
sheets are used since the image patterns that are generated
only using red color have been checked to optimize the sub-
sequent detection with the vision algorithm [53].

To be able to represent the bitmaps created, a mobile phone
LCD screen is used. The pixels distance will limit the theoret-
ical maximum accuracy of the system. A comparison of the
resolution and pixels per inch of the LCD screens used in
some of the most common current mobile devices is shown

in Table 1. The newest terminals provide LCD screens with
greater resolution and size, and, therefore with increased den-
sity of pixels (pixels per inch or ppi).

The lighting on the screen is one of the most important
aspects. Subsequently, it has been focused to obtain the best
lighting conditions for the LCD screen. During the generation
of the images to be displayed on the LCD, the pixel illumina-
tion and the mesh pattern can be changed. Therefore, different
configurations were tried to find the best image captures that
can be obtained with the system. Figure 4 shows fragments of
the complete bitmap image (total mesh size of 640 × 1136
pixels) created for the LCD of a mobile phone (iPhone 5s
model) in which the pixel intensity values and the illuminated
pixel pattern are indicated (1 pixel illuminated every 10, 3, and
2 pixels off respectively).

2.2 Image processing

To apply the vision system, it is necessary to transform the
physical coordinate of object into the image information ac-
quired by CCD camera [54]. First, a treatment must be per-
formed for all the images taken by the camera. These images
pass through filters that are necessary to perform, later, their
mathematical analysis (Fig. 5).

As original source, a 24-bit bitmap image (BMP format,
1280 × 1024 resolution) is used to start the analysis of a photo.
Using the removing color plane module, one of the three color
planes of any image is extracted. The red level will be obtain-
ed because only the red LEDs on the LCD screen are lighted.
This filter avoids the interferences found in poor-quality
photos, such as those that can be found in the limits of illumi-
nation over another unlit LED or in errors in the capture of the
camera. Figure 6(a) shows the extraction of the red plane from
the original image. This module is used to extract a black and
white capture from the red plane providing a new image,
which will be clearer than the original image. A mask of a
region of interest (ROI) needs to be created to focus the pro-
cessing on a particular region of an image [55–57].
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Fig. 2 Software diagram of the positioning system

0-255 0-255 0-255

Red Green Blue

Pixel

Fig. 3 Composition of the values of a pixel

Int J Adv Manuf Technol



An image mask is an image that contains values of 1 and 0.
The image mask module processes those pixels only in the
image source that has a corresponding mask image value of 1.
The color exclusion area is shown in Fig. 7 in blue and the
valid area inside the green square. This step trims the proc-
essed image, which allows eliminating, or at least reducing,
two errors: edge of the image (blurring effect [58, 59]) and
computational cost [60].

Threshold is used to isolate color characteristics for further
analysis and processing or to eliminate unnecessary features
based on their color. The result is a binary image (Fig. 8(a)).

For the processing of the image, automatic threshold entro-
py is used. Image thresholding is the process by an optimal
threshold which is sought to distinguish in an image the back-
ground objects of the foreground objects [61, 62]. Entropy-
based methods result in algorithms that use, among others, the
entropy of objects, the regions of the foreground and back-
ground, or the entropy crossed between the original image and
the binarized image. This class of algorithms takes advantage
of the entropy of the distribution of gray levels in a scene. The
maximization of the entropy of the image is interpreted as
indicative of the maximum information transfer [63, 64].
Some algorithms attempt to minimize the cross entropy be-
tween the input gray level image and the output binary image
as an indicator of the preservation of information, or a measure
of diffuse entropy [65].

The thresholding algorithm used in this research is to obtain
the threshold value k by applying the theory of the information
to the histogram data, so that all the level values of gray less
than or equal to k belongs to a class 0 and the greater values
belong to class 1 [66]. The entropy of the histogram means the
amount of information associated with the histogram.
Assuming that the probability p of occurrence of the gray level
i is given by (1), the entropy of a histogram of an image with
gray levels in the range [0, N-1] is given by the expression (2)
where i represents the gray level value, k represents the value of
the gray level chosen as the threshold, h(i) represents the num-
ber of pixels in the image in each gray level value, N represents
the total number of gray levels in the image (256 for an 8-bit
image), pb(i) is the probability of the background, and n repre-
sents the total number of pixels in the image.

p ið Þ ¼ h ið Þ
∑N−1

i¼0 h ið Þ ð1Þ

H ¼ ∑
N−1

i¼0
p ið Þlog2 pb ið Þ ð2Þ

If k is the threshold value, then the two entropies can be
calculated by means of Eqs. (3) and (4):

Hb ¼ ∑
N−1

i¼0
p ið Þlog2 pb ið Þ ð3Þ

Table 1 Comparison of LCD
screens in different mobile phones Model ppi LCD size (in) Resolution Pixel distance (mm)

Ipad pro 10.5″ 226 10.5 1668 × 2224 0.112

iPhone 5s1 326 4 640 × 1136 0.078

iPhone X 458 5.8 1125 × 2436 0.055

Google Pixel 3XL 523 6.3 1440 × 2960 0.049

Sony Xperia XZ3 396 6 1024 × 2880 0.064

Hauwei P20 Pro 408 6.1 2240 × 1080 0.062

LG G8 ThinQ 564 6.1 1440 × 3120 0.045

Xiaomi Mi 9 403 6.39 1080 × 2340 0.063

Samsung Galaxy S10+ 522 6.4 1440 × 3040 0.049

1Mobile phone selected for the experimental tests

Fig. 4 Examples of different
images illuminating different
patterns: (a) mesh pattern 10 × 10
and intensity value 80 (0–255);
(b) mesh pattern 3 × 3 and
intensity value 120 (0–255); (c)
mesh pattern 2 × 2 and intensity
value 120 (0–255)
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Hw ¼ ∑
N−1

i¼kþ1
p ið Þlog2 pw ið Þ ð4Þ

which represent the measures of entropy (information) as-
sociated with the black (Hb) and white (Hw) pixels in the
image after the application of the threshold, and where pw(i)
is the probability of the object.

The optimal threshold value is the gray level value that
maximizes the entropy in the threshold image given by Eq.
(5):

Hb þ Hw ð5Þ

The threshold value is the value of pixel k in which the
expression (6) is maximized:

Max −
1

∑k
i¼0h ið Þ ∑

k

i¼0
p ið Þlog2 h ið Þ þ 1ð Þh ið Þ− 1

∑N−1
i¼kþ1h ið Þ ∑

N−1

i¼kþ1
log2 h ið Þ þ 1ð Þh ið Þ þ log2 ∑

k

i¼0
h ið Þ ∑

N−1

i¼kþ1
h ið Þ

� �" #
ð6Þ

The next step in the algorithm contains the use of advance
morphology modules to perform high-level operations on par-
ticles in binary images. The first removes small particles from
the image. A small object is defined by the amount of erosions
(specified in Iterations) necessary to eliminate the object. The
connectivity specifies how the algorithm determines whether
an adjacent pixel is the same particle or a different one and
square/hexagon specifies whether the pixel frame is treated as
a square or hexagon during the transformation. The second
module removes objects from the edge of the created mask.
The result of the application of the morphology modules to an
image is displayed in Fig. 8(b).

The last step consists in the analysis of particles where the
vision module assigns numeric labels to all the pixels in the
particle analysis and calculates the measurements that will be
used. In this study, 25 particles are taken for each image,
which are labeled in Fig. 8(c). Once the image is processed,
the center of mass xg and yg of the pixels are calculated in pixel

coordinates being the global position in the original image.
Equations (7) and (8) are used being i ϵ [1, n] where n is the
number of rows in the image, j ϵ [1,m] wherem is the number
of columns in the image, xi,j is the x-coordinate of the element
(pixel) in position (i,j), yi,j is the y-coordinate of the element
(pixel) in position (i,j), and A(i,j) is the element (pixel) in
position (i,j).

xg ¼
∑n

i¼1∑
m
j¼1 xi; j

∑n
i¼1∑

m
j¼1A i; jð Þ ð7Þ

yg ¼
∑n

i¼1∑
m
j¼1 yi; j

∑n
i¼1∑

m
j¼1A i; jð Þ ð8Þ

In these equations, the intensity of the pixels is not taken
into account since once the image has been post-processed by
means of the modules previously described, all the pixels have
the same intensity level.

(a) 
(b)

Fig. 6 Removing the color plane:
(a) filter to extract red color in
bitmap image; (b) example of
noise in an image

Fig. 5 Diagram-sequence of image processing used by the algorithm in LabVIEW
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2.3 Artificial vision assembly

The artificial vision process programed uses the LabVIEWNI
Vision Development module and for this research, it consists
in five virtual instruments (VI).

& Input matrix. The algorithm reworks the input data in three
steps:measurements of particles to create a matrix with all
the saved positions xg and yg of the centers of gravity of
the mesh of pixels calculated at the end of the image pro-
cessing process; divide and index the coordinates x and y,
block which separates both axes and places the coordi-
nates of the y axis in the first position; and order 1D
matrix, which sorts the matrix from low to high values
of the y axis and reconstructs the values in a new matrix
(ordered array) with the positions of the x axis are linked to
their y axis values.

& Reordered matrix. The matrix obtained is not ordered with
respect to the values of the elements. Consequently, it is
required to order the values of the x axis. Therefore, the
code creates groups of five elements (25 analyzed parti-
cles) and classifies each group from least to greatest along

the x axis. The y axis values are linked to their x axis
values, although these values have been ordered.
Afterwards, the original set of position in the matrix is
rebuilt with the new values ordered along both axes pro-
viding an output matrix (Fig. 9).

& Distance between pixels. Once the matrix is ordered,
the distance between pixels is calculated. The main
operations performed for the calculation consists in
four steps: (1) calculate the matrix difference since the
artificial vision algorithm (AVA) needs to know the
value of the distance between the pixels that are inside
the mesh. To calculate this distance, the matrix n-1 is
subtracted from the original matrix. (2) Eliminate in-
correct rows. There are four steps to eliminate the rows
that subtract the first pixel from row n with the last
pixel in row n-1. (3) Alignment correction. To correct
the alignment of the pixels, the real distance between
the pixels of two consecutive images is calculated.
Consequently, for each pixel, the real distance dr(i, j)
between two images for the element (i,j) is calculated

Fig. 8 Image processing: (a)
image after application of
threshold; (b) post-processed
image with advance morphology:
small objects elimination and
edge objects removal; (c) analysis
of particles: labeling of pixels

Fig. 7 Image mask applied to the original image Fig. 9 Example of an ordered array matrix
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(9) where x(i, j) and y(i, j) are the x and y coordinates of
the element i,j in the distance matrix obtained first step.
(4) Calculation of the average distance between the
pixels of an image (10), whereD is the average distance
between the pixels of an image and n is the number of
elements used to calculate the distance in the previous
iteration.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x i; jð Þ2 þ y i; jð Þ2

q
¼ dr i; jð Þ ð9Þ

∑
n

i; j¼1

dr i; jð Þ
n

¼ D ð10Þ

The aspect ratioG between the LCD screen and the images
taken by the camera is required by the artificial vision algo-
rithm to transfer the coordinates from pixel image units to
metric units. It can be estimated using the expression (11),
wheremesh is the number of pixels uses in the image process-
ing method (i.e.,mesh = 2 pixels for a 2 × 2 matrix) and dgap is
the gap distance between LEDs in the mesh selected in LCD
pixels by mm.

G ¼ D
Mesh

� dgap ð11Þ

& Angle of alignment, which allows the compensation of the
misalignment between the axes movements and the LCD
screen providing better system accuracy. The calculation
requires the subtraction of matrixes where the difference
between pixels on both axes is calculated using the expres-
sions (12) and (13) for the x axis and (14) and (15) for y
axis. ΔXm and ΔYm are, respectively, the difference of x
and y coordinates between elements m and 1.

ΔX 5 ¼ X 5−X 1 ð12Þ

ΔY 5 ¼ Y 5−Y 1 ð13Þ

ΔX 21 ¼ X 21−X 1 ð14Þ

ΔY 21 ¼ Y 21−Y 1 ð15Þ
After the removal of the rows that are not used, the slope

of the line is calculated with the Eq. (16) and the average of
the resulting angle is made in both axes.

mm ¼ ΔYm

ΔXm
ð16Þ

& Mask correction. The last step in the artificial vision as-
sembly consists in a mask correction block to obtain the
theoretical position of the following mask. According to
the designed system, it is necessary to focus on a mesh of
25 pixels in both captures. The theoretical position is cal-
culated and the coordinates of the new mask center are
saved. The LabVIEW program (VI) developed is divided
into three steps.

Step 1. The input data are used to calculate the target
position (Fig. 10). The inputs are the X and Y axes travel;
X and Y coordinates from the central mask; the X and Y
coordinates of the mask and the image pixels/mm. The
center of the image is calculated from the size of the
original image. The coordinates are referred to the center
of the original image and the local coordinates are used to
calculate the center of the position of the mask when de
movement has been completed
Step 2. Contains two loops for both axes with a
true/false block that changes according to the direction
of the axes. The goal is to focus the mask within the
image taken (Fig. 11).

It includes one loop centered of the mask for each
axis, to find solutions between the upper and lower
limits that have been calculated with the center of the
theoretical image and the limit of the region where the
center of the mask will be established. Also, it in-
cludes a calculation of the start position, which gets
the values that have the following position coordi-
nates. These outputs are obtained from the calculated
position and the alignment angle.
Step 3. In the third step, the distance that the mask has
moved is calculated (Fig. 12). This adjustment is neces-
sary to correct the real distance moved on both axes. It
uses as inputs the number of loops that are needed to find
the focus position and the distance between the illuminat-
ed pixels; the direction of the axis; and executes a reverse
rotation to transform local coordinates to global coordi-
nates of the system.

2.4 Closed loop configuration

The closed loop is achieved with the calculation of the new
inputs in the next iteration of the position correction move-
ment. The first step is to set the next mask position to define
the new focus area for the second image capture.

The input variables are the coordinates of the “next global
position” that were calculated after the mask correction and
the mask limit being the dimensions of the next mask. The
ROI limits are the coordinates of the start and end points that
draws a rectangle, that is to say, the ROI where the second
pixel mesh will be focused. The output variables are used as

Int J Adv Manuf Technol



inputs for the next step while the module reads the ROI coor-
dinates and creates the new mask.

After the analysis of the second image, the average values
of both images and the distance between the first and the last
image are calculated. The distance between pixels in consec-
utive images represents the average of all distances between
pixels illuminated in two image captures. The values of pixels
image/mm, angle of alignment, and distance of the mask as
distance between the first and the second positon of the ROI
mask are considered. Once obtained the average values, the
method calculates the real distance, which is the length that the
system has physically moved along both axes.

All parameters calculated are focused to determine if the
loop continues or stops, which occurs when the objective error
condition is achieved. That is, when the error made in the
iteration is below the maximum error allowed in the move-
ment introduced as one of the main parameters prior to the
start of the movement.

2.5 Front panel

The front panel uses as graphical user interface (GUI) includes
all the functionalities that the user needs to be able to work
with the algorithm developed. Many authors have studied the
GUIs proposing basic design principles of the same.
Consequently, Hollifield in his book “The high performance
HMI handbook” [67] provides useful guidelines to optimize

their efforts and results. Albornoz [68] highlights the impor-
tance of having a good GUI design in any application
explaining principles and basic rules of design. When build-
ing, programming an application should not only be devel-
oped thinking of complying with all the functional require-
ments that the operator requests, but also should be scheduled
making it evident at first sight that the application complies
with the requested.

It has been determined what information is the most impor-
tant and most applicable for the developed system to be able to
establish the guidelines and design decisions of the graphic
interface. The three areas of design principles of the user in-
terface are as highlighted by Pressman [69]: (1) getting users
to have control of the interface, (2) reduce the memory load
for the user, and (3) make the user interface consistent (stable).
Applying these principles, it has been focused to simplify the
knowledge necessary to use this software. All unnecessary
information and known values have been removed to facilitate
control. The values shown are necessary to understand and
control the movements of the system in a simple and efficient
way. Figure 13 shows the full interface window indicating its
two main parts.

The front panel has two different main parts: (1) work
modes, where the user can select different work modes
and other configurations using the available tabs allowing
the interaction with the software through actions or data
input; (2) graphic information and control values, which

Inputs

Center of the original image

Local coordinates from 
the center of the image

Local coordinates 
from the focus mask

Fig. 10 Mask correction to calculate de target position (step 1)

Int J Adv Manuf Technol



Inputs Axis direction OutputsFig. 12 Mask correction due to
mask distance movement (step 3)

Add a loopLoop centered of the mask Start position

Fig. 11 Mask correction to focus the mask (step 2)
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displays the information necessary to control the correct
functioning of the movement including a real-time posi-
tion error graph window.

In addition, the software generates an activity log. This
registry provides valuable information for the end user and
allows verifying the correct work of the demonstrator. There
are three types of registration: (1) Log.txt where all the posi-
tions and corrections of movement are registered; (2) Image
cache, which captures all the images taken by the demonstra-
tor to obtain the position calculations; and (3)Graphics cache,
with information about the charts that the software draws for
all iterations.

3 Experimental results

The described methodology and algorithm has been test-
ed in a two-dimensional control system consisting in an
X-Y movement platform moved using two stepper mo-
tors (ST28, 12 V, 280 mA) controlled by a computer
vision system and a NI-6001 USB as data acquisition
card (Fig. 14).

The demonstrator includes a webcam (Trust © 1280 ×
1024 pixel) as camera and an iPhone 5S used to represent
the patterns in the LCD screen. In the test was used a 2 × 2
matrix in the ROI. Each stepper motor moves two preci-
sion linear guides (IKO © BSR2080 50 mm stroke) each
connected to a spindle (M3). The LCD screen of the phone
has a definition of 1136 × 640 pixels. The output signals of
the NI-USB-6001 are processed by an amplification circuit
consisting of two L293 H bridges. For the calculation of

the aspect ratio G (11), it was considered a minimum LCD
image distance of 77.93 × 10−3μm and a gap distance of
12 . 825 LCD p ix e l s /mm p rov i d i ng a va l u e o f

G ¼ 729:407 pixels=mm.

For the validation and analysis of the algorithm described
in this article, the results of 2 different tests performed with the
described hardware are presented.

In the first test, a movement of 0.5 mm in both x and y axes
was requested to the system. Once the system calculates the
steps necessary in the stepper motor to move 0.5 mm it acti-
vates the movement of the motors.

The position of the x and y axes were measured analyzing
the pictures taken in every iteration of the close loop. The max
error allowed (target error) is set ± 2 μm. With these settings,
the first movement provides, due to the mechanical design
(mechanical adjustments, motor resolution, and electronics),
a movement which requires compensation in both axis since
the error is greater than the max error allowed. The artificial

1 2
Fig. 13 Front panel. (1) Work
modes. (2) Graphic information
and control values

Fig. 14 Micro-machining tool prototype. Two-dimensional control
system
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Fig. 15 Results of Test 1-1 to 1-8
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vision algorithm crated in LabVIEW continues analyzing the
global error from the previous movement and estimates the
next stepmovement required to achieve the final position until
the tolerance (max. error) requested is achieved. The results
for 8 trials with similar test configuration, including the se-
quence of the movements and the algorithm adjustment to
reach the target error, are presented in Fig. 15.

The errors made at each iteration are calculated with the
above described algorithm and, while they were greater than
the maximum error allowed, the next movement will be cal-
culated and consequently the motors moves the related axis
distance to compensate it. The errors made at each iteration are
presented in Tables 2 and 3.

A second test configuration was performed in order to study
the stability of the algorithm. The procedure was to make a
movement by setting the maximum error at a value of
0.000 mm and detect how the system responds to the long term.
The first objective was to verify if the algorithm was able to
make a stable and consistent compensation. In addition, it should
be convergent or asymptotic with a value very close to zero.

It has been verified after many simulations that the algo-
rithm is valid and stable.

The results of four (Test 2-1 to Test 2-4) of the simulations
are presented, running the algorithm 25 iterations. From iter-
ations 4–5, the system was stabilized in a limited error.

Due to the mechanical limitations of the demonstrator used
for this validation (mechanical clearances, backlash, precision

of mechanical elements, linear guides, skids), the error cannot
continue decreasing. The graphical results are in Fig. 16 and
the numeric recap in Table 4.

4 Conclusions

In this paper, an alternative algorithm created in LabVIEW to
be used as a method of high positioning accuracy has been
proposed, described, and tested. It has been developed by
treating the images showed in an LCD screen using a webcam
fixed to the movement system. The positioning system algo-
rithm has been implemented with a closed loop to be able to
perform precise position control. This method could change
the paradigm of the actual accurate positioning systems since
it presents a new and different approach that requires low-cost
hardware compare to the classical positioning systems based
in rotary or linear encoders and resolvers.

The algorithm tested in a 2-dimension mobile platform
reached the target error (± 2 μm) after an average of 5 itera-
tions of motion. All trials achieved the requested accuracy.

A second test setup (stress test) provided quick conver-
gence, merging all tests to an asymptotic value of ± 2 μm after
an average of 5 iterations. The algorithm remains below such
error during all remaining iterations proving the consistency
and stability.

Table 2 Test 1-1 to Test 1-4 error
data results Iteration Error

X1-1
(μm)

Error
Y1-1
(μm)

Error
X1-2
(μm)

Error
Y1-2
(μm)

Error
X1-3
(μm)

Error
Y1-3
(μm)

Error
X1-4
(μm)

Error
Y1-4
(μm)

Max.
error
(μm)

0 0.2 50.9 − 7.7 − 35.7 0.2 − 45.9 7.2 33.9 ± 2.0

1 1.5 − 36.7 − 5.2 − 11.4 1.3 − 35.2 − 4.7 11.2 ± 2.0

2 − 2.6 − 16.6 − 7.2 5.5 − 2.5 15.8 − 6.6 − 5.3 ± 2.0

3 − 3.2 5.7 1.2 − 2.8 − 3.0 − 5.2 1.1 − 2.5 ± 2.0

4 − 0.7 5.7 − 3.3 2.5 − 0.6 5.5 3.1 − 2.2 ± 2.0

5 1.4 − 0.8 − 1.5 0.6 − 1.4 − 0.7 − 1.4 − 0.6 ± 2.0

Table 3 Test 1-5 to Test 1-8 error
data results Iteration Error

X1-5
(μm)

Error
Y1-5
(μm)

Error
X1-6
(μm)

Error
Y1-6
(μm)

Error
X1-7
(μm)

Error
Y1-7
(μm)

Error
X1-8
(μm)

Error
Y1-8
(μm)

Max.
error
(μm)

0 − 22.3 46.4 − 7.3 33.9 2.2 27.9 7.4 − 52.2 ± 2.0

1 − 11.4 23.7 4.7 − 10.8 1.3 − 14.8 − 5.1 − 13.2 ± 2.0

2 − 2.3 − 15.6 6.8 − 5.5 − 2.0 − 10.0 − 6.9 4.5 ± 2.0

3 3.0 − 5.5 1.1 2.7 1.8 − 5.7 − 1.2 2.2 ± 2.0

4 0.6 − 5.6 − 3.2 − 2.4 − 0.6 − 5.3 3.3 2.3 ± 2.0

5 1.3 0.8 − 1.3 − 0.6 1.3 − 0.7 1.4 0.6 ± 2.0
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Fig. 16 Results of Test 2-1 to 2-4

Table 4 Test 2-1 to Test 2-4 error data results

Iteration Error X2-1
(μm)

Error Y2-1
(μm)

Error X2-2
(μm)

Error Y2-2
(μm)

Error X2-3
(μm)

Error Y2-3
(μm)

Error X2-4
(μm)

Error Y2-4
(μm)

0 18.6 − 32.2 − 15.2 19.0 − 12.0 34.0 14.1 18.1
1 2.8 − 5.9 − 2.2 5.3 − 2.5 − 5.5 2.5 4.8
2 1.2 − 2.1 − 1.0 − 1.8 − 1.2 1.9 − 1.0 − 1.8
3 − 0.7 1.0 − 0.6 0.8 0.6 0.9 − 0.6 − 0.8
4 0.3 − 0.3 0.3 0.3 0.2 0.3 − 0.3 1.3
5 − 0.6 1.6 − 0.6 − 1.4 1.4 1.6 − 0.5 1.4
6 1.4 − 0.2 − 1.2 0.2 0.9 − 0.2 1.2 − 0.2
7 0.2 − 1.1 − 0.2 1.1 0.5 − 1.0 − 0.2 − 1.1
8 − 0.7 0.7 0.6 0.6 − 0.5 − 0.6 0.6 − 0.6
9 0.2 0.5 − 0.2 − 0.4 − 0.1 0.4 − 0.2 0.4
10 − 0.5 0.3 0.5 − 0.3 0.2 − 0.3 0.5 1.0
11 0.7 − 0.9 − 0.6 − 0.8 − 0.5 − 0.9 0.6 0.8
12 − 2.0 − 0.8 1.7 0.8 1.9 0.7 − 1.6 0.7
13 − 0.5 1.3 − 0.5 − 1.2 0.4 1.1 0.5 1.1
14 − 1.4 − 0.6 1.3 0.6 − 1.1 0.6 − 1.3 0.9
15 0.5 − 0.2 0.5 0.1 0.4 0.1 0.4 − 0.8
16 − 0.8 0.5 0.7 0.4 0.5 0.5 0.6 − 0.4
17 − 2.7 − 0.5 − 0.8 − 0.5 0.0 0.4 2.4 − 0.4
18 − 0.7 − 0.1 0.7 − 0.1 0.9 − 0.1 − 0.7 − 0.1
19 − 0.3 0.8 0.3 0.8 1.0 0.7 0.3 0.7
20 0.6 − 0.4 − 0.6 0.3 − 0.7 − 0.4 0.6 0.3
21 0.5 0.9 − 0.5 − 0.9 − 0.2 0.8 − 0.4 0.9
22 0.4 − 0.9 0.4 − 0.9 − 0.6 − 0.8 − 0.4 0.9
23 − 0.4 − 0.9 0.4 0.8 0.9 − 0.2 − 0.4 − 0.8
24 − 0.4 − 0.8 − 0.4 0.7 0.3 0.2 0.4 − 0.7
25 − 0.2 − 0.6 0.3 0.7 − 0.1 − 0.3 − 0.2 − 0.5
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The limitation of mechanics and electronics in the demon-
strator are limited not by the proposed algorithm but by the
theoretical accuracy that the system can achieve [70].

The proposed algorithm could be implemented in
manufacturing processes providing the required mechanical
systems with high accuracy vs investment required.

This algorithm will be enhanced in the future with the
implementation of an absolute reference system providing
better movement consistency and initial referencing. The
compensation of the effect of ambient light in different situa-
tions during the process should also be studied and included.
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