Real time architectures for the Scale Invariant Feature Transform algorithm
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Abstract—Feature extraction in digital image processing is a very intensive task for a CPU. In order to achieve real time image throughputs, hardware parallelism must be exploited. The speed-up of the system is constrained by the degree of parallelism of the implementation and this one at the same time, by programmable device size and the power dissipation. In this work, issues related to the synthesis of the Scale-Invariant Feature Transform (SIFT) algorithm on a FPGA to obtain target processing rates faster than 50 frames per second for VGA images, are analyzed. In order to increase the speedup of the algorithm, the work includes the analysis of feasible simplifications of the algorithm for a tracking application and the results are synthesized on an FPGA.
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I. INTRODUCTION

There are several proposals in the literature for hardware implementations of the SIFT algorithm. This algorithm is composed by two major stages of computation [1]: keypoint (KP) extraction and descriptor generation. While the first stage requires most of the workload of the whole algorithm, the second one requires complex arithmetic operations. This has led to different synthesis approaches to obtain designs which progressively reach the real time operation. However due to its inherent parallel nature, the natural choice for a real time SIFT implementation are FPGAs. In [2,3], hardware/software co-designs using embedded FPGA processors able to generate descriptors for QVGA and VGA images respectively at 30 frames per second (fps) are described. A pure hardware FPGA based hardware implementations is found in [4] for VGA images and 30 fps. CMOS implementations are proposed in [5, 6], which reach the same frame rate for VGA and HD1080 images respectively. In [7-9], pure hardware FPGA implementations able to generate faster descriptors (above 50 fps) are presented. These last implementations require however some simplifications to the original algorithm. Because of its structure of serial steps, the SIFT algorithm allows its implementation following pipeline architectures, which are easy to implement in FPGAs. Hence the speed will be limited by the slowest stage of the pipe. The following sections propose some implementations to exploit parallelization of the algorithm

II. KEYPOINT EXTRACTION

Fig. 1 shows a proposal of pipeline which exploits parallelism not only at SIFT-step level but also at inter-step level. All the filtering operations, (Gauss), Difference of Gaussians operations (DoG) and neighborhood evaluation to detect extrema points (Neigh) generate a valid pixel value per cycle. Thus the first smoothing operation (Gauss1) requires 3215 cycles to output the first valid pixel and then 640x480 extra cycles to complete the initial image filtering. Then a next image can be processed. Operating as a pipeline, a new image can be processed every 310425 cycles (3,104 ms at 100 MHz).
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In order to save computational resources, this implementation performs recursive filtering from the first image instead of absolute filtering. This requires smaller values of $\sigma$ and also smaller mask sizes: 9x9, 7x7, 9x9, 11x11, 13x13 and 15x15. This allows the use of fewer registers in the sliding window architecture and also fewer processing units. On the other hand, the penalty is an increase in the latency of the pipeline, although it is negligible compared to the throughput achieved. Finally, the use of decomposed two-dimensional Gaussian filtering reduces the number of multipliers and also allows the reuse of intermediate results. Table I shows the device utilization for the first step of the algorithm for a single octave configuration.

A fixed point data format has been used. It uses 8 bits for the integer part. To select the number of digital bits, the performance of the fixed point has been compared with the floating point algorithm implemented in Matlab. Data formats of 2,3,4 and 5 decimal offered 22%, 59.5%, 76.31% and 85.46% precision in the KP identification. A 5 decimal bit was finally implemented.

### III. DESCRIPTOR GENERATION

Fig. 2 shows the implementation proposed in [10] to perform the descriptor generation operation. It generates a short descriptor based on 27 elements, which can be valid for tracking applications [11]. Other simplifications employed are the use of Manhattan distance instead of the Euclidean one or 3x3 KP neighborhood and 3-bin histogram instead 4x4 and 8-bin one. Finally it combines CORDIC and Taylor approach to perform the two normalization operations at the end of this stage. Table I shows the device utilization for the proposed implementation (KP extraction + descriptor generation).

Table II shows a performance comparison of different architectures. With the proposed architecture, the first descriptor is obtained after 489 cycles (Fig. 1). Then, a new descriptor is output every 228 cycles. Thus, to obtain 3072 descriptors the number of cycles required is $489 + (3071 \times 228) = 700677$ (7.01 ms at 100MHz). Since this is slower that the KP extraction stage, this is the value which limits the implementation speed. So, for this architecture, the throughput is 143 fps for a single octave and six scales.
TABLE II. PERFORMANCE COMPARISON.

<table>
<thead>
<tr>
<th>Work</th>
<th>Implementation</th>
<th>Image size</th>
<th>Number of KP</th>
<th>Time (Frame rate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>Stratix II 2 + NIOS II</td>
<td>320x240</td>
<td>32100</td>
<td>33 ms</td>
</tr>
<tr>
<td>[3]</td>
<td>Virtex5 + MicroBlaze</td>
<td>640x480</td>
<td>6000</td>
<td>31 ms</td>
</tr>
<tr>
<td>[7]</td>
<td>Cyclone® II</td>
<td>640×480</td>
<td>132100 (per second)</td>
<td>(60fps)</td>
</tr>
<tr>
<td>[8]</td>
<td>Virtex6</td>
<td>640×480</td>
<td>890</td>
<td>33 ms</td>
</tr>
<tr>
<td>[6]</td>
<td>TSMC 0.18μm CMOS</td>
<td>640×480</td>
<td>6000</td>
<td>31 ms</td>
</tr>
<tr>
<td>[9]</td>
<td>Virtex5</td>
<td>512×512</td>
<td>2900</td>
<td>30 fps</td>
</tr>
<tr>
<td>[4]</td>
<td>Virtex5</td>
<td>640×480</td>
<td>1270</td>
<td>30 fps</td>
</tr>
<tr>
<td>This work</td>
<td>Virtex6</td>
<td>640×480</td>
<td>3072</td>
<td>12.5 ms (143 fps *)</td>
</tr>
</tbody>
</table>

* Maximum throughput exploiting pipeline of stages 1 and 2

Processing of two more octaves would require an increase of 75% of cycles in the first stage if no additional parallelization is done. This yields 543244 cycles (5,432 ms at 100 MHz) which is still faster than the descriptor generation time.
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