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1 Introduction

Since its inception, some 60 years ago, the wireless auwhaitnission systems have revo-
lutionized the possibilities in the world of the entertammhindustry and have encouraged
the deployment of artistic performances free of impedimgefar transmission of audio
signals wirelessly by removing the connecting cables s@yng and prone to failures.
Belonging to these systems, the professional wirelessopiame systems, PWMS, have
been imposed at the expense of other systems, especiatigniatsos for concerts, plays,
conferences, sport events or to provide news coverage.

The major drawback of these systems is that they are verytiserts radio interference,
whether by random degrading effects or by other applicatiocated near or in the same
frequency band. For this reason it is very important to sthége PWMS applications in
order to ensure their proper operation free of interfereaspecially in big events where
there is a high probability of interference from other apations. These studies are focus-
ing on evaluating the feasibility of using alternative fuegcy bands for these applications.
Currently, the PWMS operates within the UHF band from 470M&1862MHz, sharing
this portion of spectrum with broadcasting applicationge@o the continuing digitaliza-
tion of these broadcasting applications, it is very likabybie carry out a restructuring
of the frequency bands in which they operate, including YAW8WS applications. To en-
sure interference-free employment of PWMS applicationgpleyability of the PWMS
applications over alternatives frequency bands was etedu&ocusing in particular, at
1500MHz L-band and other less common use frequencies su3tcadHz

An earlier research, [Vos08], addressed this issue. Ty a@art this task, two different
PWMS application areas were examined. These experimemeshased on taking mea-
sures in areal scenario, for both types of the applicaticegssa To validate these measures,
a previously selected channel model, the Saleh-Valenzhaanel model, was used. One
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of these PWMS applications was focused on the use of thelkw cedypack which are
attached to the body. This device could act as a transmitlaareceiver. In particular,
acting as a receiver, allows, to the person who carriesignito himself or others through
the so-called in ear monitoring, IEM. The thesis presenteithis document extends the
research described above, by simulating by computer the B\Afyplication in which the
bodypack acts as a receiver. The channel model used for uhpoge is the WINNER
channel model. This channel model differs in many aspeots fthe Saleh-Valenzuela
model, so it will be necessary a comparison between themrify\the equivalence of
both experiments.

This thesis is structured in three parts. In the rst, theotle¢éical concepts concerning
to the wireless transmission and the degrading effectsaffett them, are explained, as
well as, the description of the Saleh-Valenzuela channalehon section 2.2, and the
WINNER channel model, in section 2.4. The second part cpaieds with chapter 3. It
explains all the parameters and options provided by the VARNhannel model and
how to use them in order to simulate different wireless aapions, including the PWMS
application under study. The last part is developed alormgpiEr 4 and 5. In section 4.1,
the PWMS application scenarios are described. The intejpra of [Vos08] results is
performed in section 4.2, while the WINNER channel modeludations and compar-
isons are described in subsequent sections of Chapter 4ni$b, nal conclusions are
presented in Chapter 5.



2 Statistical Channel Modelling

As stated in the introduction section, the main goal of thésts is to describe a PWMS ap-
plication using the Saleh-Valenzuela channel model antiMiMNER channel model and
comparing them. In order to get this done, knowledge of tleulsvireless communica-
tions concepts (in terms of PWMS applications) is esserittas chapter introduces these
basic concepts required: the channel parameters desaripiie nature of the degrading
effects that happen inside the channel, and the in uenckerhton the transmitted signal
along the path between the transmitter and receiver ardetmaubsequent sections, the
Saleh-Valenzuela channel model and the WINNER channel haoe@escribed in detall,
as well as, other standardized channel models.

In a wireless communication channel, an electromagnetiewavels from the receiver
to the transmitter by air. This channel behaves like a linkar, that is, the transmitter
signal suffers modi cations when it passes through therl@btaining a receiver signal
as a linear function of the transmitter signalh(f) is the channel that acts as a Iter and
X(t) andy(t) are the transmitter and receiver signals respectivelyrdarg to [SkIO1],
y(t) can be expressed as the convolution betwégnandh(t).

y(t) = x(t) h(t): (2.1)

h(t) is also called the channel impulse response, CIR. Fig2.Wsladbasic scheme of a
wireless communication system, where the impulse respengpresented as the prop-
agation medium between the transmitter, Tx, and the recdfse and, also, as a linear
Iter. Both representations are equivalent.

In practice, the scheme shown in Fig.2.1 is often more coxplae number of transmitter
and receivers may vary depending on the application. Thasgtare wireless applications
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Figure 2.1: Basic scheme of a wireless communication system
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with multiple inputs and outputs (MIMO channels), with oolye transmitter and receiver,
I.e, single input single output (SISO channels), a commnadf both, either multiple
input single output (MISO channels) or applications witte@ingle input and multiple
outputs (SIMO channels). Speci cally, the PWMS applicatilmder consideration in this
thesis, works on a SISO channel.

The optimal conditions for any communication system ar¢ tifia received signai(t),

is the same as the transmitted sigmél), but this, unfortunately never happens. Studying
the communication channel, can draw conclusions about haifects the transmitted
signal. The knowledge of the degradation effects of a cHaadltevs to act in a manner
that can mitigate, as much as possible, the impact of thengthham the received signal.
In wireless systems the main degradation effects causetidbghtannel are due to the
propagation environment, that is, the physical structoa surrounds the transmitter (or
transmitters) and receiver (or receivers). Channel modge#ims to study different envi-
ronments over which wireless communications take places@&lstudies conclude in a
description of each environment. These descriptions dledcehannel models and pre-
dict how a signal can be affected by a speci ¢ environmentinlyathere are two types
of channel models:

Statistical channel modelhese channel models are based on signal propagation
measurement campaigns in various real environments. Ttaeoddained is ana-
lyzed using statistical methods. This analysis gets theiroence probability of
each random parameter involved in the signal propagatigheénvironment un-
der consideration. Statistical channel models do not bearind the geometry of

a physical environment. As conclusion, the statisticahcleghmodels are based on
statistical descriptions of a physical behavior. Examplestatistical channel mod-
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els that are described further, are: Saleh-Valenzuela m®@®P SCM model and
WINNER model.

Deterministic channel modeléccording to [Alm], deterministic channel models
aim to reproduce the physical radio propagation procesa fyiven environment.
The deterministic models store in les, called environméatabases, the geomet-
ric and electromagnetic characteristics of the envirortnae the radio commu-
nication links. The corresponding propagation processhsasimulated through
computer programs. Due to the high accuracy of these madiegtistministic mod-
els may be used to replace statistical models when theret snoagh time to set
up a measurement campaign or when it is very dif cult to measuthe real world.
The most important deterministic models for radio propegsare the ray tracing
models, which are based in geometrical optics theory.

The following subsections delve into the degradation ocinfigéffects that occur in a wire-
less communication channel, and describe some examplegistisal channel models.

2.1 Channel Fading and Multipath propagation

The main propagation effect that occurs on a signal, alegyavel from the transmitter
to the receiver, is the degradation or fading. As speci edSkla][Has], there are two
types of fading: large-scale fading and small-scale fadirgge-scale fading represents
the average signal power attenuation or path loss due tcomotrer large areas. This
phenomenon is affected by prominent land contours like rtens, forests, groups of
buildings, etc, located between transmitter and recetmaall-scale fading refers to the
dramatic changes in the signal amplitude and phase due tbb cinamges (half wave-
length) which occur between the transmitter and the receiMae PWMS application
that is analyzed in this thesis is located inside a big cemieg hall where the effects of
large-scale fading are not relevant. Therefore, this @rafjoicuses only on small-scale
fading which manifests itself in two mechanisms: signaktispreading and time-variant
behavior of the channel.
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2.1.1 Signal time spreading

Signal time spreading is the result of the multipath propiagar multipath fading, which
is explained in this paragraph. The signal, in its travehglthe channel, is affected by
mainly 3 basic degrading effects. They are re ection, diffion, and scattering. The rst
one occurs when a propagating wave impinges on a smoottceusfih very large di-
mensions compared to the signal wavelenfthyvhose mathematical expression is

| =

-+ <

C.
o (2.2)

wherev is the velocity of the propagated wave. In PWMS applicatitns assumed
that the transmission is by air, sacan be approximated at the light velocity,f is the
frequency of the transmitted signal.

Going back to the degrading effects, diffraction happensmihe traveler signal is ob-
structed by a dense body with large dimensions comparéddausing secondary waves
which are formed behind the obstructing body. Finally, teratg occurs when a radio
wave impinges on either a large rough surface or either arfpwhose dimensions
are much smaller thain, causing dispersion, in all directions, of the re ectedrgiyeThe
environment elements that produce re ection, diffractarscattering are called scatters.
For example, in a PWMS application case working on 1GHz axample, that is/ is
around 3@m, tables or people walking inside the room can produce réoecand diffrac-
tion respectively, and also, a single microphone or an irdgeneous wall surface, may
be the cause of the scatter effect. Because of these 3 menigrihe transmitted signal
most often reaches the receiver by more than one way or gethlfing in a phenomenon
known as multipath propagation or multipath fading. Thestg consist of several main
rays due to re ection and diffraction. Sometimes, when th@s$mitter and receiver have
an unobstructed path between them, there is a direct maithedys the rst to reach
the receiver. This main ray is called line of sight (LOS) r&ize remaining main rays
will appear progressively depending on the path lengths&meain rays do not travel di-
rectly from the transmitter to the receiver and therefoeecalled obstructed line of sight
(OLOS) ray or non line of sight (NLOS) ray. Each main ray bieag in other rays due to
the scattering produced by the environment structure. &gelting rays from each main
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ray arrive with very close delays, producing a series ofykrlaand attenuated rays. The
continuous time domain representation of the channel isga@sponse is the envelope of
the chronological sum of all the rays, as can be seen in gh#s gure represents, also,
the channel power delay pro le, PDP, which means the intgmdithe signal received as
a function of time delay.

h(t)

Impulse Response envelope
h(t} ———— Main ray due to Reflection or diffraction
=eemeeeemee-- e Ray due to Scattering

Amplitude

LY
Figure 2.2: Example of a channel impulse response
Accoding to [Sak] the channel impulse response, CIR, caralmeiated via
m y
ht)= @ And(t tn)e Vr (2.3)

n=1

d is the Dirac delta whose representation can be seen in gey2.3 is the sum ain
d's, when eachd (referenced by an indew) is characterized by amplitud® phaseg ,
and arrival time or delay. In other words, eq.2.3 is the mathematical expressionef th
channel impulse response seen in g.2.2. From ¢.2.2, arsdiasng that the transmitter
and receiver have an unobstructed path between thgrepresents the instant when the
most direct ray (LOS ray) reach the receiver. The time irdkfirom Ty to t,, is called De-
lay Spread]y. tois the rst moment of the delay spread, that is, is the momédrgmthe
second main ray, due to the rst signi cant re ection or diiction, reaches the receiver.
The period of time betweety andty, is called RMS Delay Spreadrys and gives an
overview of the propagation environment. Large valuetsgfs mean strong echoes with
long delays due to, e.qg., far scatters in a wide rural enmremts. In the same way, small
values oftrms mean, also, small values of,, that is, insigni cant long delay echoes
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é'(rfrn)

Figure 2.3: Dirac Delta at instaim,

typical of small environments like rooms. As reported inparus can be expressed
as s

m m
trms= [ (tn to To)2A2=§ AZ: (2.4)
n=1 n=1

trmsdetermines the coherent bandwidlg, Bc is a statistical measure in the frequency
domain over which the channel can be considered at, thathet passes all spectral
components with approximately equal gain and linear pHassther words, represents a
frequency range over which frequency components are affdzy the channel in a way
that they exhibit, or not, fading. According to [Sak],

Bc 1=50trms (2.5)

In this case, and according to [Cav00], the discrete timeesgmtation of the CIR, eq.2.3,
Is just a tapped delay line, TDL, with spacihgFrom that equation, each Delta is called
“tap", and each "tap" is de ned via its relative delay, arhydie and phase.

Signal time spreading derives in two fading effects: Fregyeselective fading and at

fading. Frequency-selective fading occurs when all thetsplecomponents of the signal
are not affected equally by the channel. In other words, iscathenever the coherent
bandwidth is less than the signal bandwidth, Bc < W. For example, if this condition

occurs, the received multipath components of a symbol eXtegond the symbol's time

duration, thus causing channel-induced intersymbolfetence (I1SI). Flat fading occurs
when all the signal's spectral components are affected &ghiannel in a similar manner,
Bc > W. Flat fading produces a substantial reduction in signaldise ratio, SNR.
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2.1.2 Time variance of the channel

The channel time-variant behavior is caused by the moveofahie scenario elements
such as rotating antennas or, e.g. people walking betwessrtritter and receiver. It
means that the channel impulse response changes in timmgtla& channel non-stationary.
Fig.2.4 shows graphically this effect, as well as the timal@von of the rst rays of the
channel impulse respong¥; is the ith instant of time, t', where the measure of channel
impulse response take place. As it is shown in the next stibsethis mechanism can

¢

2 M4 'y

g \/ \/\/
S
= U\/\/\\A L %:5: - Second ray
‘% A A M2 %é First ray

\/ \/ M <

\/, VAN M1 A Third ray
\/\/ R,P‘ T T T 1 =t
>t M1 M2 M3 M4 M5

Channel impulse response time evolution Ray time evolution

Figure 2.4: Time evolution of the channel impulse response.

be neglected in most outdoor environments, where the maitess (buildings, hills, etc)
are xed. Time variance of the channel derives in two fadiffges: fast fading and slow
fading. Fast fading occurs when the time duration for whigh¢hannel impulse response
is more or less invariant (it behaves in a correlated manseaf)ort compared to the time
duration of a transmitted signal, causing distortion in biaseband pulse. Slow fading,
by contrast, occurs when the time duration for which the oebbehaves in a correlated
manner is long compared to the time duration of the signabtratted.

In brief, small-scale fading produces two effects, timaasaece of the channel and signal
time spreading. Each effect derives in two types of fadiagt fading and slow fading,
for the rst and frequency-selective fading and at fadingy the last one. According to
[SkIb], frequency-selective fading and fast fading are examaging than at fading and
slow fading because, for the same SNR, the rst two presagttdrivalues in the bit error
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probability, Bs, than the others. Moreover, all these fading effects atfieetsignal dif-
ferently, depending on the environment of the wirelessiappbn under consideration.
The next subsection characterizes, in terms of fading tsffélee typical PWMS environ-
ments.

2.1.3 Indoor radio channel

Concert halls, recording studios or conference halls (#se of this thesis), are examples
of typical PWMS environments. They have one thing in comnibay are indoor chan-
nels. The differences between indoor environments andouthvironments are mainly
due to the scatters and the size of the application areaotrcf@mnnels differ from the
outdoor channels in the following aspects:

Channel time evolution. In indoor channels, the scattasghoduce the multipath
propagation might be not xed. The movement of one of thendpozs temporal
variations of the CIR for the same channel. Therefore, indd@nnels are also
called non-stationary channels. On the contrary, the pathi propagation of some
outdoor channels is due to xed scatters like mountainddmgs or fences. This
is the typical environment of rural or urban areas where thecteffect is not
relevant. These kinds of channels are stationary chanimelsonclusion, indoor
channels have a time variant behavior.

Doppler shift effect. Consists of the shift in frequency amalvelength of waves,
which are the result of a source moving with respect to thelumeda receiver mov-
ing with respect to the medium, or even a moving medium. Idooit channels, the
transmitter or receiver may be located inside moving elémerth high velocities
like cars or trains, making the Doppler shift effect veryekant. In indoor chan-
nels, the velocity of moving elements is always very smallttee Doppler shift is
negligible in this case.

Delay spread. Since the area of indoor channels is usualylenthan the outdoor
channels area, the different paths in which the signal Isdvem the transmitter to
the receiver are smaller in indoor channels. This resulissinorter delay spread. As
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reported in [Has], the outdoor channels delay spread avesleet several microsec-
onds and several hundreds of microseconds, while an ind@omel delay spread
is around several hundreds of nanoseconds.

Correlation. In indoor environments, the multipath comgatis of the same CIR
calculated, are so close between them, causing them to edependent. Spatial
correlations govern the amplitudes, the time arrivals &edohases.

2.2 Saleh-Valenzuela model

The Saleh-Valenzuela model, SVM, rst presented in [Sa§ &atistical MIMO channel
model approach. Saleh and Valenzuela proposed a stdtistipkanation for clustered
characteristics of measured received power delay promemdoor environment. Their
statistical model is an extension of the Turin channel m¢def]. SVM presents the
channel behavior of a medium-size of ce building and is ieatl by:

Enough exibility to permit reasonably accurate tting ohé measured channel
responses.

Simple to use in simulation and analysis of various indoongcnications setups.
Extendable (by adjusting its parameters) to represent hla@reel within others
buildings.

The following subsections describe, rst, the layout anaiditions in which this model
has been developed and its mathematical formulation. Lifestatistical characteristics
and the description of the channel model output format iseemed.

2.2.1 Model development setup

The Saleh-Valenzuela model has been developed inside aymesize of ce building
with external walls made of steel beams and glass. The roontaia typical metal of ce
furniture and/or laboratory equipment. For this experitnére transmitter antennas are
placed in the corridors of the building, while the receivetemnas are located inside
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rooms. The frequency of the transmitter signal using forsueaments is:bGHz and the
vertically polarized antennas present an omnidirecticadibtion pattern in the horizontal
plane.

The transmitted signal is representedxot)
x(t) = p(t)el1); (2.6)

where p(t) is the baseband pulse shapeas 2pf where f is the frequency and is an
arbitrary phase. The channf(t),

h(t)= & bk@%d(t  ty); (2.7)
k

is formed by multiple subpaths or rays which are charaadrim terms of amplitudéy,
propagation delayy, and associated phase slgft wherek is the subpath or ray index
(from O to¥). EqQ.2.7 represents the time discrete impulse responsmehd he received
signal is the time convolution of(t) andh(t). The following subsection describes the
model based on the measurements results.

2.2.2 SVM description

According to eq.2.7, the goal of SVM is predict theandty pairs, under the assumption
that the phase angleg are statistically independent random variables with antbtm
distribution over [0, P), and the subpath amplitudk,, are mutually independent. This
multipath model is based in the fact that the subpaths oraayge in clusters. The clus-
ter arrival timeT, is the arrival time of the rst ray of Ith cluster, and is moddlas a
Poisson arrival process with some xed rateWithin each cluster, subsequent rays also
arrive according to a Poisson process with another xed kat€he ray arrival times are
represented byy, whenk is the number of the ray that is inside Ith clust§randty

are described by the independent interarrival exponepti@bability density functions
presented in the next equations:

p(TiT 1) = Lexd L(Ti T 9)L1>0; (2.8)
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P(tajt y)=Texd I (tu tx y)lik> 0 (2.9)

In the same wayhy, is the amplitude of the kth ray of the Ith cluster, and its @tobty
distribution follows the Rayleigh probability density fction described by the equation
2.10.

p(bw) = ( 2bki=bZ)exp( b3=b?): (2.10)

Fig.2.5 is a representation, along the time, of the chammellise response which is para-
metricied by the concepts explained above. Although mearséime thing, the eq.2.7 is

Subpath Gain
Iﬁoo
Bio ~°- By #oE B

Boy Boe

. |
| J e fh b W T an

T Firstcluster |1 Second cluster ...

N

Figure 2.5: SVM channel impulse response

not an accurate representation of g.2.5, so it is necessargformulate this equation
into one expression less general and more precise, as caeh@seq.2.11.

buelMdt T tw): (2.11)
0

h(t) =
|

Qo
T Qo

0

In g.2.5, Tp is the time arrival of rst clusterT; belongs to the second, and so og.
is the time interval from the beginning of the Ith cluster be kith ray arrival. The rst
cluster is the result of the main direct ray from the receieethe transmitter, and the
following subpaths (within this cluster) are due to the natds on the nearest walls. The
additional clusters are cause by the re ections on the sira®r internal elements of the
test building, in this case two metallic doors of each roooildwing the measurements
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results, the cluster and ray arrival ratesand/ respectively, can be expressed as a Pois-
son distributions associated with eq.2.8 for clusters anpg.@ for rays. The relationship
between them are, approximatelyll 60(1=/).

Returning to eq.2.11qy's are statistically independent uniform random variakdesr
[0,2p). Additionally theby's are statistically independent positive random variafaed
their mean square value are

b2 = bZe "% 1. (2.12)

Here,Gandgare the power-delay time constants for the clusters andtfserespectively.
The expected value of the ray power as a function of time, aredfrom the arrival point
of the rstray of the rst cluster, is given by

L
b2(t)= bjd e "% VI (¢ T); (2.13)
1=0
when[ =1 for t>0 and O for t<0. A graphic representation of eq.2sl8hHown in g2.6.
The red curves represent the ray power decay time functiorg, and the green one,
Amplitude

w2 -TT

B2

T First cluster T, Second cluster - T,

Figure 2.6: Exponentially decaying ray and cluster aveaayeers

the cluster power decay time function,T=G. The decreasing exponentially shape of
each curve can be explained by the fact that the succesgsboance along the building
structure, making them suffer an average delay and avergjbals of attenuation. On
the other hand, the time interval from TO to T1 representsdtlay spread of the rst
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cluster. In the same way, the delay spread of the second onesciorom T1 to T2 and so
on.

Based on the results of the measurements, the SVM detertmanehte relationship be-
tweeng andGis such thaG  3g. Anyway, this relationship may vary depending on the
structure of the building.

Recent studies conducted in timstitute of Radiofrequency and Microwave Engineering
from Leibniz University of HanovepMos08], have used this model to predict the chan-
nel behavior inside the Hanover Congress Center (HCC). elhesults are used in this
thesis for comparison with the WINNER model, which is ddsed further on. Before per-
forming this analysis, the next subsection brie y descsitiee SCM and SCME channel
models, which are the precursors of the WINNER channel model

2.3 The SCM and SCME channel models

The spatial channel model, SCM, is also called geometriapibased model, and it is
based on stochastic modeling of scatters. Formerly, theethpelay line, TDL, models
have been designed for narrowband single input single o(80) systems. Moreover,
they are applicable for link level testing only as a xed parter models, that is, they do
not cover environment variability. Therefore, TDL modeais aot adequate for simulation
and testing of broadband multi-antenna systems. Georbhesge stochastic channel mod-
els, GSCM, cover wide range of environments with random remphrameters, supports
different multi-antenna technologies such as beam forramyspatial multiplexing. The
SMC models include simple TDL models for calibration pug®and GSCM for simu-
lation purposes. Like Saleh-Valenzuela model, SMC alsarass that the rays, caused
by the multipath propagation, reach the receiver groupe&tlsters. The clusters indenti-
ed from measurements, are in general dispersed in angnthdelay domains. However,
in order to simplify the model while respecting the charastes of the TDL models,
SCM introduced clusters with zero delay spread, ZDSC. Tdasure does not appear in
the Saleh-Valenzuela model in which cluster dispersioruesntj ed, as can be seen in
g.2.6.
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The SCM model de nes three environments: suburban macb@arumacro, and Urban
micro, where urban micro is divided into two types of propawa line of sight, LOS and
non line of sight, NLOS. This model is de ned for a 5MHz bandtti CDMA system in
the 2GHz band. Regarding the basic structure of the modsie thre 120 discrete rays
which are grouped into clusters of 20 subpaths each, ieretlre 6 clusters at different
delays. The angle and delay distributions of the clustersardomized with exponential
and Laplacian decay respectively. This model is valid fotigal and horizontal polarized
antennas (transmitters and receivers) and it is assumedhiao-polarization power
(vertical to vertical, VV, and horizontal to horizontal, Hii$ equal at ray level.

The extension of SCM is called spatial channel model ex@n8€ME. SCME intro-
duces cluster dispersion in delay domain (intra-clusteydgpread) to account for higher
bandwidths and to reproduce the proper level of the frequenoelation. Despite this,
and others additional features such as, 5GHz pathloss mio@& and ricean k factor
for all the scenarios, time-variant shadow fading and tuagant angles and delays, the
SCME model has the same basic structure as the SCM model.

2.4 WINNER channel model

The WINNER channel model has been developed to provide abteltool for MIMO,
SISO, MISO and SIMO radio channel estimations, coveringdencies in the range from
2 6GHz and bandwidths up to 100MHz in different types of praiegm environments.
The rst phase of the WINNER project was developed startiogt SCM channel model
and was quickly extended and improved in many aspects, lasdie SCM extension,
SCME. This version of WINNER is known as phase 2 of WINNER pobjand is the
channel model used in this thesis. In the following subsesti the WINNER channel
model and its application scenarios are described.

2.4.1 WINNER Channel model description

According to [Kydb], the WINNER channel model is generatgdftllowing 3 main
phases. The rst phase begins by choosing the scenariosichvthis desirable the ap-
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plication of this channel model. Before continuing, it isestial the knowledge of the

parameters involved in the WINNER CIR measurements. Therén kinds of parame-

ters de ned in WINNER, large scale parameters and smalksgatameters. Large scale
parameters are:

Delay spread. This parameter is explained in section 2.1.1.

Angle of departure spread. It refers to the spread in thégatigles of departure,
AoD's, that nally reach the receiver.

Angle of arrival spread. It refers to the spread in the pathgles of arrival, A0A's,
at the receiver antenna.

Shadowing or shadow fading. It is a phenomenon that occuesivahmobile sta-
tion (tranmitter or receiver) moves behind an obstructibgect and experiences a
signi cant reduction in signal power.

Rician K-factor. It is de ned as the radio of signal power iardinant component
over the scattered power.

Small scale parameters are:

The cross polarization power ratio, XPR. Itis de ned as tierbetween the power
receiver by the antennas whose polarization is combineldeadransmitted polar-
ization and the power received by the antennas whose pal@mzs perpendicular
to the transmitted. According to [Par] XPR can be expressed a

X PR= I:)combined (2_14)

I:)per pendicular

Since this model uses the ray and cluster concepts discabsed, all parameters
associated with them are considered small-scale parasiggernumber of cluster
1 cluster angle of departure spread, cluster angle of &sjw@ad, cluster shadow-
ing and number of rays per cluster. This last parameter isl aad equal for all
WINNER scenarios.

1This parameter depends on the scenario chosen and the ptimpegpndition.
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The auto-correlation and cross-correlation of the largdesparameters, are also
small scale parameters.

This rst phase ends with the measure of the small and largkegzarameters over each
scenario.Subsequently, this measures are stored in datsha he second phase begins
with the analysis and post-processing of the data measSBtatistical analysis of these
post-processed data is carried out to obtain the probabgitsity function, PDF, of each
parameter. The third phase generates the channel modeig@ra by using the parame-
ters PDF's. With all these parameters and with the anteratarfes, it is possible to obtain
the channel impulse response matrix. The last part of theeitiog process is to simulate
each scenario and verify the results comparing with thematasured in the rst phase.

In the WINNER model, unlike Saleh-Valenzuela model, eacistelr is de ned as a prop-
agation path diffused in the space, and also, each one iaateared by the zero delay
spread cluster (ZDSC) concept, rst developed for the SCMleboas explained in the
last sectiorf. Moreover, the rays within each cluster have the same pomgetreeir num-
ber is xed and equal for all WINNER scenarios, 20 rays pesstda Fig.2.7 shows the
generation of the ZDSC due to the multipath propagation.

o

I
v /) Antenna array

[ Scatter agent

2nd Path (U Rx elemens)

b ARSI ——» Propagation path
(S Tx elemens) v N
e \ —» nth ZDSC due to nt path
e " 4 |
T
/ T ol s Channel impulse
! Yz - response

3rd Path

Figure 2.7: WINNER zero delay spread cluster (ZDSC) germrat

2The WINNER model introduces the cluster delay dispersiorttfe two strongest clusters. The choice of
the strongest clusters, depends on the scenario chosen.
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In Fig.2.7, the scatters produce the different paths becaidiffraction, re ection o scat-
tering. The WINNER channel impulse response assumes thatsthcluster reaches the
receiver at = 0. Each cluster corresponds to a path, and is de ned by pomelitude,
arrival time (delay), angle of departure (AoD) and angleroal (AoA). Both, the trans-
mitter and receiver antennas, can be composed by sevara’ie. Each element has its
own radiation pattern which can be horizontal, vertical othb Such antennas are called
arrays. The channel impulse response from transmittenaatelemens to receiver an-
tenna element and for clustenis, according to [Kyob],

N Frscuv (J mm) T an;mVV @nmVH Fxcuv (fnm)

u,s,n( ) n‘el FI'X;U;V(./ n;m) an;m;HV an;m;HH FtX;u;V(fn;m)

exl(j2pl 1(j_n;m Trw) €XAj2pl 1(?n;m Ttxcu))
exdj2fu nmt)d(t  thm)

(2.15)

m is the ray index, wherd/ is the total number of rays inside nth clustgg.,v and
Frx:un are the antenna elememteld patterns for vertical and horizontal polarizations,
respectively. The location vector of each elemenéndu, areTixs andTixy. anmvv
andanmyvH are the complex gains of vertical-to-vertical and horiabiio-vertical of ray
n;m respectivelyl g is the wave length of the carrier frequenﬂqim is AoD unit vector,

J m 1S AOA unit vector.unm is the Doppler frequency component of raym, whose
delay is represented ky.m. The following subsection shows, more graphically, how the
WINNER channel model operates in real environments.

2.4.2 Network layout and system level

Like stated in the introduction part of this section, the WIER channel model enables
MIMO, SISO, MISO and SIMO radio propagations. This charaste leads in many
complex propagation layouts with multiple stations, b&beiving and transmitting. The
WINNER model makes a distinction between two different g/péstations: access point
or base station, BS, and user terminal or mobile station, B&&h BS, in turn, may be
formed by several sectors or cells which provide their owwrecage area. The connection
between one MS and one BS's sector is called link.
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Figure 2.8: Examples of WINNER layouts for Outdoor and Indexavironments

As shown in g.2.8, WINNER enables mono-link or multi-linkhannels. In multi-link
situations spatial correlations of channel parametergapertant. Correlation is caused
by the effects of the same scatters in different links andcaffmainly, the large scale
parameters. WINNER channel model only bear in mind the @rom in the case that
two mobile stations were connected to the same BS's sedus.i3 called intra-cell cor-
relation and follows a negative exponential dependence txedistance between both
mobile stations.

Due to the movement of the stations, the WINNER channel isgpuksponse is time-
variant. This means that some realizations of impulse respare calculated in different
time moments until the connection ends or the station spsWINNER model de nes
segments as the portions of the way that travels one statiowhich the large scale
parameters, velocity and direction of the station are pralty constant. The size of these
sectors depends on the environment and can be, at most, adewsmFor example, if
one MS crosses a urban sector composed by some BS's, therpathet by the MS
is divided into subsequent and equal segments with spagélbetween them equal to
the same size of the segments. In order to support "smootldeim@volution in time,
transitions from segment to segment are carried out by cegeclusters of the "old”
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segment by clusters of the "new” segment, one by one, byriyndacreasing-increasing
their powers.

2.4.3 Propagation scenarios

The parameters used by the WINNER channel model are obt&iasdchannel mea-
surements in different environments. These environmemtahich measurements are
conducted to observe radio-channel characteristics,aledgpropagation scenarios. For
each scenario measured, data is analyzed and complemeithecksults from other re-
searches to obtain scenario-speci ¢ parameters. The WIRINEdel has been developed
for 18 scenarios divided into three categories: local aresropolitan area and wide area.
In certain scenarios, WINNER is able to simulate situatides

Handover. This situation is characterized by a MS movingiftbe coverage area
of one BS to the coverage area of another BS.

Multi-user. Is the same situation above but here the MS vesalata from multiple
BS simultaneously.

Multihop. In multihop situation the data can take a routerflS to BS, over one
or more successive mobile stations.

Relaying. Relaying networks employ another level of neln&iations, the relays,
which depending on the speci c layout, might offer more asddunctionality to
distribute traf c intelligently.

From all the available WINNER scenarios, the relevant ooeshfe PWMS application
under study in this thesis are described next:

Al. Indoor of ce. In this scenario, base stations are assltode in the corridor
and the mobile stations are in the corridors or rooms, thuS tése is corridor-to-
corridor and NLOS case is corridor-to-room.

B3. Indoor hotspot. Scenario B3 represents the propagaboditions pertinent
to operation in a typical indoor hotspot, with wide, but naiguitous coverage
and low mobility (0-5 km/h). Traf ¢ of high density would bexpected in such
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scenarios, as for example, conference halls, factorias) stations and airports.
These indoor environments are characterized by larger spaces, where ranges
between a BS and a MS or between two MS can be signi cant. &piicnensions
of such areas could range from 20 m x 20 m up to more than 100 ength and
width and up to 20 m in height.

2.5 COST 259/273 channel models

"COST” is an abbreviation for European cooperation in thil ef scienti ¢ and techni-
cal research. COST developed channel models that includetidinal characteristics of
radio propagation. These models are suitable for MIMO ckhsimulations. Focused in
wireless communications, the two main models developed®@$Tare COST 259 and
COST 273.

2.5.1 COST 259

COST 259 is a channel model that models the delay and anglerdisn of a mobile sta-
tion and base station. The model also takes into accounetaganship between BS-MS
distance, delay spread, angular spréaand other parameters. COST 259 is de ned for
13 different scenarios including indoor scenarios likemsaor big halls. The radio links
between one BS and one MS are described by external parsmetkglobal parameters.
The external parameters are, for example, BS position aigththérequency, type of sce-
nario etc. The global parameters describe the instantangdwannel behavior. They are
determined geometrical and stochastically. The scattatsproduce clusters are located
geometrically inside a cell (macro, micro or pico). Otheslgdl parameters like angular
spread, delay spread, and shadowing are determined sticaligsFrom the external and
global parameters, COST 259 calculates the relative delagsnean angles of different
clusters that make up the channel impulse response.

3This parameter represents the range of all angles of aamnddeparture
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COST 259 can handle the continuous movement of the MS overagwopagation envi-
ronments, but one of its major restrictions is that the scatire assumed to be stationary,
that is, they are xed. This means that it excludes certawnrenments like, for example,
indoor scenarios with people moving inside.

2.5.2 COST 273

COST 273 is an evolution of COST 259. It shares with 259 mo#sahain features, but
differs in several key aspects: There are new radio enviemtsde ned that permit new
simulation applications for MIMO channels. The global paeders have been updated
based in new measurement campaigns. COST 273 describeslasatdr via two twin
clusters, one that represents the cluster as seen by the dd&aras it is seen by the BS.
The two cluster representations are linked via one pararoalied stochastic cluster link
delay. This channel model does not solve the restrictiorxefl scatters so both models
are limited for PWMS applications.

2.6 The IEEE 802.11 TGn channel model

The TGn channel model was developed for MIMO channels in @ld2and 5GHz bands.
TGn is de ned for indoor scenarios like small and large okgeesidential homes, and
open spaces. These scenarios are divided into six categand in all of them, are con-
sidered LOS and NLOS cases.

The channel impulse response is de ned as a sum of clustasedon measured data the
numbers of clusters varies from 2 to 6 depending on the emwiemt chosen. Each cluster
is formed by 18 rays as maximum, separated by at least 10 eemads. To each ray is
assigned a direction of arrival, DoA, and a direction of dapa, DoD.

TGn model permits CIR's variations, emulating, in contt@s€COST 259/273, the move-
ment of the scatters. This feature makes TGn model mordxeiiiar the PWMS applica-
tion of this thesis than COST 259/273.
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As mentioned several times in previous chapters, one of tia tasks of this thesis is to
compare the channel impulse response, obtained from reedurements and analyzed
with the Saleh-Valenzuela model, with the channel impusponse simulated with the
WINNER model. In both cases, for the same PWMS applicatioat, its, the application
scenarios, in which both models have been simulated, shmmulas similar as possible
and based, in this case, on the general structure of the Man@ongress Center hall.
One of the channel impulse responses that are going to beatethrorresponding with
the Saleh-Valenzuela model, was obtained in a previousurels¢Vos08] in which, chan-
nel measurements were taken inside the HCC hall and pratesssy Matlab. The im-
pulse response was obtained by modelling this processadeted on Saleh-Valenzuela
model theory explained in the last chapter. Results frons(@) are presented and ana-
lyzed in chapter 4 of this thesis. The second channel impalggonse to compare, based
on the WINNER model, is obtained during this report.

The implementation of the WINNER channel impulse respossairied out by working
with Matlab using the WINNER Matlab code provided by [Narbhe rst step is to go
deepen in this code to discover the design possibilitieseNER model offers and,
subsequently, and according to with these possibilitiesiea simulation setup as close
as possible to that used in the Saleh-Valenzuela channetlmblis setup includes an
environment design (which should be as similar as possilileest HCC hall) as well as the
transmitter and receiver station descriptions. The falhgygubsections show an overview
of the WINNER Matlab code and their setup options. It alsd@qgs the changes in the
code that are required to build the desired simulation envirent.

24
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3.1 Winner Matlab code

The WINNER channel model Matlab code allows to generate éidnlensional channel
matrix, H, that contains the time-variant channel impulse respQIkéss, between all
transmitter and receiver antenna combinations of MIMOe&ys(The code consists of 42
les and 3 application examples. Each Matlab le has its owndtion and relevance. In
this way, there are secondary les that only support othereanmportant whose output
de nes key parts of a communication system such as, the aaseton guration, the en-
vironment description or the channel model simulation peaters. Some of the 42 les
provided by WINNER are not used for calculate the channelisgresponse. They are
description les or auxiliary les for speci c cases. For ample,pathlossm calculates
the path losses of the scenario chosen. This le is indepatrafavim:m?,and is not used
to obtain the channel impulse response, making it not ratehea this thesis. Other inde-
pendent les like, for example, the application examplesrot relevant as well. The list
with all the les is shown in [Narb]. This chapter is focusexhly, on the les that are used
to obtain the WINNER channel impulse response. Fig.3.1 shibe/relationship between
these les using a hierarchy tree. In this way, the grey bfoapresents the main les
used by WINNER for calculate the impulse response. Each dpahds in turn on other
secondary les framed by an ellipse and these secondaryales depend on other func-
tions. For example, botAntennaArrayn andwim:m useAntennaResponsea indirectly

in the rst case and directly in the second.

The core code- le of WINNER iswvim:m, which exports a channel impulse response
matrix for a speci ¢ layoutwim:m inputs, are the communication link description pro-
vided bylayout parsetmand the simulation conditions describedvimparsetm. In turn,
layout parsetmuses the antenna characteristics describéatennaArraym. Other les

like layout parsetm, wimparsetm and AntennaArraym can be considered as a pre pro-
cessing phase. This means that, before calculating the \HRRIR usingwim:m, it is
necessary to set the parameters provided by these les.

The basic operation afim:m goes as followswim:m picks up the information from the
pre processing phase. This information includes the aateharacteristics, the layout

4This is the main WINNER Matlab code le.
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| wimparset.m +

wirm.m |>—o CIR

StationDistXY.m
StationDirectionXY.m
StationValocityXY.m

| AntennaArray.m |>—>| layoutparset.m
BP2Aperture1D.m

Aperture_Calc.p

ArrayPreprocess.m

’:y; AtennaResponse.m ScenParTables.m
antenna_pol_vect.m
mysph2cart.m generate_bulk_par.m
unrotate_vector.m

# File output mycart2sph.m = struct_generation.m
#  File input cale_dist.m —m ScenarioMapping.m
InterpHelper.m —= LOSprobability.m
rotate_vector.m = L Scorrelation.m
interpbp.p —m fixedPdp.m
= offset_mirix_genaration.m
—= fixedfods.m
—e= fixedAoas.m

= fixedScatterFreq.m
AntennaResponse.m

antenna_pol_vect.m
mysph2cart.m
unrotate_vector.m
mycart2sph.m
cale_dist.m
InterpHelper.m
rotate_wector.m
interpbp.p

Figure 3.1: WINNER Matlab les relationship diagram.

1111z

parameters and the simulation parameters. Insidem, there are two main parts, the
random user parameter generation and the channel imp@gense computation. The
rst part is performed by the legeneratebulk parm. This le generates randomly the
small and large scale parameters of the WINNER maodieh:mends its operation by gen-
erating the channel impulse response matrix from the paemprovided by the input ar-
guments andeneratebulk _parmoutput. This second part is performedviyn_corem,
which computes one CIR matrix for each one of all communicatinks. The channel
impulse response calculated is formedNbglusters (depending on the scenario chosen)
andM rays (always 20) within each cluster. The following subssd describe the pre
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processing phase les and go more into details in the desonpf the operation of
wim:m.

3.1.1 Antenna model for WINNER channel simulations

The WINNER model supports multi-element antennas callgdrara arrays. Each an-
tenna array is placed and oriented anywhere with respedltil coordinate system,
GCS. Antenna arrays have also its own coordinate systeedcattay coordinate system,
ACS, which is used to locate the elements of each antenng &vary mobile station
or base station used in WINNER simulations can use diffeaatdénna arrays in which
the radiation pattern of each element can be independeathed. AntennaArraymis
the le responsible for building the antenna arrays. Thepatof this le is a Matlab
structure that contains the description of the desirednauateand it is one of the inputs
of layout parsetm. This structure contains the following information: theéezma name,
the antenna position and rotation with respect to the GGSptsition and rotation of
each antenna element with respect to the ACS and the radipsitiern features. The
AntennaArraym input parameters are the antenna geometry and the antetiatiaa
pattern®. These parameters can be set manually or using defaultsvdfuihe default
values are chosen, one antenna with only one element iedreathe center of the ACS.
This antenna presents no rotation, an isotropic eld patéerd vertical polarization.

Antenna geometry

The WINNER channel model works with two kinds of antennayasf@apes: uniform cir-
cular array (UCA), in which the elements are placed follayarcircle, and uniform linear
array (ULA), in which the elements are located followingaight line. AntennaArraym
allows to specify the type of array geometry, the numberaiants, the distance between
them and their position and rotation within each antennayarr

Antenna radiation pattern

The WINNER channel model allows working with 2 dimensionalBodimensional an-
tenna radiation patterns. For 3D patterns, it is necessaalg he azimuth and elevation

SField pattern.
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vectors, whereas that only azimuth or elevation vector cesgary for 2D radiation pat-
terns. The number of samples in each vector determinessbkutmn of radiation pattern.
The input radiation pattern de ned by the user must be a 4Ddbanatrix due to format
restrictions. The rst dimension is the number of elemettig, second dimension is the
polarization type, the third dimension is the number of deggant eld pattern samples
taken over elevation angle and the fourth dimension is timet®s of equidistant eld pat-
tern samples taken over azimuth angle. This 4D matrix cambengtood as a 2D matrix
for each elevation and azimuth value. The number of rowsisfZB matrix must be the
same as the number of elements inside the antenna arrajhecdltmns represent the
antennas polarizations, vertical and horizontal. The asfumn corresponds to vertical
polarization and the second one to horizontal polarizatiothe case of 2D radiation pat-
terns, it is necessary to choose a polarization. If, for gdenhorizontal polarization is
chosen, the column corresponding with the vertical podaian is lled with zeros, result-
ing that the size of the second dimension of the 4D matrixiggs 2. The next equation
represents the general expression of the WINNER antendgpattern.

0
a(ij)ir a(ij)i2

FR = a(iJ:)Zl a(iJ:)zz (3.1)

a(ij)nr a(ij)nz

FPR; is the eld pattern in the ith azimuth angle and jth elevatamgle of an antenna
which is composed of elements. For example, for a single antenna with 3D isotropi
eld pattern and 360 samples in azimuth and 180 in elevativmsize of each dimension
of the 4D matrix will be 1, 2, 180 and 360 respectively. Eq&@ws the mathematical
expression of this example whereas that eq.3.3 repregentBe same angles of azimuth
and elevation, a 2D isotropic antenna with horizontal poédion.

FPLj= 1 1 forl i 360;1 | 180 (3.2)

FPZij

I
o
=

forl 1 360;1 | 180 (3.3)
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Assuming thaf P1 is the variable that contains the radiation pattern of tts¢ example,
FP1(1;2;100,200) returns a number that correspond with the radiation powet & the
horizontal polarization of the 100th sample of elevatiod &00th sample of azimuth,
FP1(1;2;100,200) = 1.

This 4D matrix that describes the radiation pattern reguiigh amounts of memory stor-
age, so WINNER transforms it into other less complex but ghaepresentative format.
This format is called the Effective Aperture Distributionrietion, EADF. According to
[Nara][Lan], EADF achieves a high data compression, alhgMVINNER code to reduce
the number of samples needed to fully describe a eld patféaking the last example
where the samples required were 180x360, the number of samgrjuired in EADF to
have a good resolution of the eld pattern is around 40x60DEEAs the 2D-Fourier trans-
form of the original eld pattern introduced by the user. Thext equations show the
mathematical relationship between eld pattefii, and the EADF, represented Kyin
eq 3.4.

FP( ;9) = dvi(q) G dw2(j ); (3.4)
where .
di(q) = €9 (3.5)
duo(j ) = €imz; .
and
Y R O (S
R
(L2 1) (L T &0
= R

g refers to azimuth angd refers to elevationL; andL, are the new number of samples
required. Fig.3.2 shows a graphical example of the EADF dd asBtropic antenna eld
pattern. Since the g.3.2 a) and g.3.2 b) are equivalentresentations of the antenna
radiation pattern, g.3.2 b) is the most ef cient represaintn because it requires less
information that g.3.2 a) to represent the same antennd pttern.

A diagram of the construction process of an antenna using NER Matlab code is
presented in g.3.3.
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Figure 3.2: (a) 3D isotropic antenna eld pattern; (b) EADF
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Figure 3.3: Antenna array construction process diagram

3.1.2 Network layout parameters

The de nition of layout parameters is another task inside pine processing phase. The
Matlab le responsible for performing this function iayout parsetm. It de nes the po-
sition of the terminal station& Also it assigns the antenna array for each station and
establishes the communication links between them. Befagewging this function, it is
necessary to de ne their input parameters. These parasnatetisted below:

5Mobile station, MS, and base station, BS.



3 WINNER implementation 31

Antenna arrays. This input consists of a vector where eaameait is an antenna
array structure created #®yntennaArraym

Mobile stations. This input is a vector whose size dependbi@number of mobile
stations required for the simulations. The value of eaclioreddement is a number
that corresponds with one of the index of the antenna arretpidn this way, it is
possible to assign one speci ¢ type of antenna array to eaatilenstation.

Base stations. This input de nes the number of base statoidsthe number of
sectors of each one in case of multi-cell network. Also, it $ke type of antenna
array for each station and sector. This input is a vector eisize determines the
number of base stations. Each vector element is, in turrthaneector with only
one row whose length de nes the number of sectors of eachdiasen. To assign
the type of antenna to each sector, this input works the saayexe/mobile stations,
that is, the values of the vector elements (BS sectors) gporel to one of the index
of the antenna array vector, depending on the desired amtgpa.

Maximum radius of the simulation area. It is the maximum edior x and y axis

of the cartesian GCS used for simulating an speci ¢ case.ddfiault value is 500
meters. The size of the simulation area is generated rarylamler exceeding the
maximum radius.

Number of links. This parameter speci es the number of comitation links be-

tween all terminals under simulation. The location of suokd is done, as it is

mentioned below, randomly. Typically, the number of linksrépresented by the
letterK.

The output oflayout parset calledlayoutpar, is a Matlab structure consisting of semi-
random generated network layout parameters. The locati@dS of terminal stations,
the assignment of their antenna arrays, and the number ka&f between them are set
manually, but the links between different stations are gged randomly. As seen in
g.3.1, this output is, in turn, avim:m input. The parameters dayoutpar are listed
below:

Stations This is a Matlab structure that shows the information of ttatiens in-
volved on simulations. This information includes the napsition, rotation and
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velocity of each station. Position, rotation and velocitg aet using cartesian co-
ordinates in GCS. This parameter also includes the posd#rahlocation of the
antenna elements of each station, and its radiation pattern

NofSect This parameter de nes the number of sectors of eachNB&.Sectis a
vector whose size depends on the number of base stations.

Pairing: It is a 2xK matrix that contains the indices of stations thatstitute the
Kth link. K is the number of links that are set in theyout parsetminput.

ScenarioVectorThe Matlab le ScenarioMappingn provides an identi cation

value for each WINNER scenario. For example, the identi@avalue of scenario
Alis 1 and for scenario B3 is 5. ScenarioVector is a 1xK veatoere the value of
each vector element corresponds with one scenario idextton value. Therefore,
each link is simulated under the features of the scenarisarno

PropagConditionVectofThis parameter is also a 1xK vector and determines the
propagation condition of each communication link, LOS orQ&. The two possi-
ble values of vector elements are 1 for LOS and 0 for NLOS.

NumFloors This parameter is only used in A2 and B4 scenarios and de hes t
number of oor in which the BS and MS are located.

NumPenetratedFloorsThis parameter is only used f@athlossm. It de nes the
number of oors between one BS and one MS when they are locasgde a build-
ing in the Al scenario.

Dist1: Used forpathlossm, is the distance from BS to the "last line-of-sight point”,
typically street crossing.

StreetWidthAlso used forpathlossm, determines the average width of the streets
in B1 and B2 scenarios. It is the same for all links.

As in the previous subsection, g.3.4 shows a summary chiighemain structure of this

le.
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Figure 3.4: Layout parameters diagram

3.1.3 General simulation parameters

As well asAntennaArraym and layout parsetm, wimparsetm also belongs to the pre
processing phase. This Matlab le usually runs withoutiegtinput parameters, so the
output structure generated taym parsetm contains the default values of the general sim-
ulation parameters. Modi cations in these parameters rbestione over the structure
generated, and before executwgn:m. Global simulation parameters can be classi ed
into two major groups: parameters de ning model and simokatontrol parameters.

Parameters de ning moddh this group changes in the parameters cause differentimode
behavior.

CenterFrequencyThis is the carrier center frequency. T@8enterFrequencya-
rameter in WINNER model is only relevant for estimating timeet sample interval
and the path losses. The WINNER model path losses are base@asurements
that are mainly conducted in 2 and 5GHz and are valid for thgeaf 2 6GHz.
Therefore, for path loss calculations tBenterFrequencynust to set between 2
and 6. The default value iIsZbGHz.

Range This parameter is used for scenario B5b wipathlossmis executed. By
default this parameter is inactive.
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IntraClusterDsU sedAs discussed and explained in chapter 2, one of the WIN-
NER cluster features is that the delay spread of each clisseero. However and
according to [Vos08], the WINNER channel model is able towdate the cluster
dispersion, through the division of the two strongest dtssinto three sub-clusters
with zero delay spread. The delays of these sub-clustersedealways with the
same value, 0, 5 and 10 nanoseconds. The 20 rays belongihg @uster that
has been divided, are distributed among the three subeclastording to the table
3.1 obtained from [Kydb]. This table also shows the xed powsel of the rays
within each sub-cluster and the sub-cluster delays. Thaterlsubdivision does not
increase the total number of paths.ltfaClusterDsUseds enabled,'yes', WIN-
NER spread in delay the two strongest clusters. In case gfchsster delay spread
effect is not simulated.

sub-clusten mapping to rays power | sub-cluster delay (ns)
1 1,2,3,4,5,6,7,8,19,20 10/20 0
2 9,10,11,12,17,18 6/20 5
3 13,14,15,16 4/20 10

Table 3.1: Sub-cluster information for intra cluster dedgyead clusters

NumSubPathsPerPatfihis parameter determines the number of rays inside each
cluster. Its value is xed, 20.

FixedPd pUsedWINNER provides cluster delay line (CDL) models for all seen
ios. CDL models have been generated from the corresponaingrig models by
selecting typical values from a set of random channel rattins. The CDL models
x the value of cluster delay time and power, the angle of\atithe angle of depar-
ture, the power of rays within each cluster, the cluster a#inspread of departure,
the cluster azimuth spread of arrival, and the cross paloa, XPR. In [Kydb] the
tables with all this parameters for all scenarios are ptesenf FixedPd pU seds
enabled, 'yes', the power and delay parameters are not dramadomly, but taken
from the CDL parameter tables. In the default mode, 'no’, paeameters are ran-
dom variables generated lggneratebulk _parm.
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FixedAnglesUsedf FixedAnglesUseds enabled, 'yes', the angle parameters are
not drawn randomly, but taken from the CDL parameter taltethe default mode,
'no’, the parameters are random variables generategeberatebulk parm.

PolarisedArrayslf PolarisedArrayss 'yes', single channel coef cient of impulse
response turns to 2x2 coef cient matrix, with elements [VWANV HH].Where V
stands for vertical polarisation and H for horizontal. Tiededilt value is 'no'.

TimeEvolutionlf TimeEvolution is enabled, 'yes', the transition betwesjacent
channel segments (see subsection 2.4.2) is enabled makimyddel "smooth” in
time evolution. The default value is 'no'.

PathLossModelThis parameter sets the name of the path loss function used. T
default value is 'pathloss'.

PathLossOptionThis parameter sets the type of material of which the walkhef
building are made for A1 NLOS path loss calculation. Theestewo kind of NLOS

path. One from corridor to room, CR, and the other one conmas foom to room,
RR. There are, also, two kind of wall material, heavy andtlighe default value is
'CR_light'.

Simulation control parametershese parameters control sampling in time and delay, pa-
rameter initialization mode, and format of output paramsete

NumTimeSample3he default value for the number of time samples is 100. As
discussed below, this parameter determines the size oflRen@trix.

SampleDensityThis parameter is the number of time samples per half wagéien
and its default value is ZSampleDensityCenterFrequencynd the velocity of
the mobile station, MS Velocity, determine the time sampterval based on the

following formula.
|

~ 2(vvs  sd)
DT is the time sample interval, is the wavelengthyysis the velocity of the mobile
station andsd is the parameteésampleDensity

DT (3.7)

UniformTimeSamplingf UniformTimeSamplings 'yes' all links will be sam-
pled at simultaneous time instants. In this case, the timpkainterval is the same
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for all links and it is calculated by replacing MsVelocitytiits maximum, where
the maximum is over all links. The default value is 'no'.

DelaySamplinglntervalDelaySamplingIntervatletermines the sampling grid in
the delay domain. All path delays are rounded to the neargkpgint. It can also
be set to zero. The default value is 5 nano seconds.

PathLossModelUsedrhis parameter is relevant only in the case that path losses
are calculated. IPathLossModelU sed 'no’' the path losses are still computed for
each link but they are not multiplied into the channel impuissponse matrices. If
'ves', path loss is multiplied to channel impulse responserioes. Its default value

IS 'no’.

UseManualPropConditionf this parameter is set to 'yes', the propagation condi-
tion, LOS or NLOS, is set manually by modifying the paramé@erpagConditionVector
of the functionlayout parsetm. In case of 'no’, the propagation condition is drawn
from LOS probabilities presented in [KyOb](table 4.7).

ShadowingModelU sedWhenShadowingModelU sed 'no’' the shadowing coef-

cients are still computed for each link but they are not nplled into the channel
impulse response matrices. If it is set to 'yes', shadowsgultiplied to channel
impulse response matrices. The default value is 'no'.

RandomSeed his parameter sets random seeds for Matlab random number-ge
ators. The default value is an empty Matlab array, [].

end time This parameter determines the observation end time for B5ss®s. Its
default value is 1 second.

Fig.3.5 shows thevimparsetm le diagram.

3.1.4 Channel impulse response generation

As mentioned earlier in subsection 3.1, the WINNER Matladecde that calculates
the channel impulse response matrixvsn:m. The inputs of this le are the outputs of
layout parsetm andwimparsetm described before. There is, also, another input usually
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Figure 3.5: General simulation parameters diagram

calledinitvalues This optional argument contains the propagation charsameters. If
initvaluesare included in the input argumentswiim:m, wim:m, along its execution, does
not use thgeneratebulk_parm le. This mean that the propagation channel parameters
are not randomly generated, but are suppliedriyalues Includinginitvaluesas an
input argument is recommended wheim:m is executed recursively, or if it is used for
testing purposes. The propagation parameters providadtbgluesare listed below.

Cluster delays. It is a KxN matrix that contains the time\ariof each cluster,
where K is the number of links and N is the number of clusters.

Power of rays. This parameter is the power level values of eag within each
cluster. It is represented by a 3D matrix; KxXNxM. M represahe number of rays
within each cluster.

Angle of departure of rays. This parameter has the same fdimaprevious pa-
rameter, KxNxM.

Angle of arrival of rays. This parameter has the same forh@fdrevious parameter,
KXNXM.
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Phase of rays. This parameter is based on the antennas daatatmon, vertical
and horizontal. The ray phase from one antenna to anotHewf®# possible paths,
vertical to vertical, vertical to horizontal, horizonta vertical and horizontal to
horizontal. Hence, the format of this parameter is a Kx4xNxlsrix.

Path losses. This parameter contains the path loss of eaunwoication link, and
its format is a Kx1 vector calculated pathlossm le.

Index of two strongest clusters. This is a Kx2 matrix thaedatines the two strongest
clusters for each link.

The rst task of the functiorwim:m consists on generating the large and small scale
propagation parameters. In the case thatalueswas not an input variable, the Mat-
lab le that generates these parametergaseratebulk parm. This function returns a
Matlab structure that contains all the propagation pararmsetquired for calculating the
channel impulse response matrix in the second part oivihvem process. The inputs of
generatebulk _parm arewimpar, linkpar and fixpar. The rst one is thewimparsetm
output structurelinkpar is generated byayout2link:m based orlayoutpar. This is a
structure that has the same parametersasut par, but adding some more. These new
parameters are focused on link level layout, unlikely®ut parparameters which were
more focused on system layout level. Fig 3.6 is an example INNER link level lay-
out situation. The link level parameters contain the infatiom about the position, rota-

Figure 3.6: Link level situation between BS and MS



3 WINNER implementation 39

tion, movement and size of the interacting pair of stationg @mdiolink. The parameter
MsBsDistancés a XK vector that contains, for all links, the distance betweea loase
station and one mobile station belonging to the same linkcalculate this parameter, the
formula used is the Euclidean distance formula.

q
desims. = (X8s Xws)?+(YBs Yms)Z (3.8)

Xgs andxus, are thex position in GCS of the ith base station and the kth mobilemtat
respectively. In the same waygg andyus, are they position in GCS of the ith base
station and the kth mobile station.

BsHeightandMsHeightare a 1xK vector that de nes the BS and MS height respectively
from the groud levelBsHeightand MsHeightare derived from the BS and MS station
z value in GCS. These parameters are de ned in meters. Theawtinformation of the
stations is determined biyhetaBs gss, and T hetaMs gus (see g 3.6). BothT hetaBs
andT hetaMsare represented in radians and calculated following thisession:

Oss:Ms, = arctan yvs, YBS 90 : (3.9)
XMs.  XBS
MsVelocityis thelink par parameter that contains the velocity of the MS station iremset
per secondm~s, and it is derived from the station velocity cartesian cauates estab-
lished inlayout parsetm, from which also derives the direction (in radians) of thebi®
station,MSDirection

Returning togeneratebulk _parm input parameters, the last onefipar. This param-
eter is the output of the Matlab I&cenParTablem. This le contains, and loads into
fixpar, the scenario speci c parameter values of WINNER generanciel model, see
[Kyob]. The generatebulk parm output structure is generated from inputs explained
above, and using the WINNER Matlab les related with this (gee g.3.1). This struc-
ture provides the following parameters: the power level aghecluster; the angles of
arrival, AoAs, the angles of departure, AoD's and the phafsthe rays within each clus-
ter; the rician K-factors for all links, called K-factor$ie nal phases of LOS paths called
Phi_loss; the path losses; shadow fading; the distanceckeetBS and MS, both in the
same link; the correlation coef cients for large scale paeters called sigmas, and the
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cluster arrival time, that is, the cluster deldy#n the case thavimparPolarised Arrayss
enabledgeneratebulk parm also returns the horizontal and vertical cross-polarzati
values, xprV for vertical polarization and xprH for horizahpolarization.

The last task done byim:m before generating the channel impulse response matrix is to
obtain the antenna responses usttigennaResponse le. This le provides the gain

of each antenna array. After thimim:m is ready to calculate the channel impulse re-
sponse. For this purposeim:m executes thevim corem le. This le uses as inputs
wimpar, linkpar, the propagation parameters givendgnrate bulk_parmand the gain

of the antenna arrays provided BytennaRespons®a. The CIR format is a Matlab cell
that contains a 4D matrix for each link, that i5,4D matrices. Each matrix represents
the channel impulse response of one link. The general esipresf the CIR matrix is
presented in the next equation

1
a(ij)ir a(ij)i a(ij)im

a(ij)21 a(ij)a22 a(ij)zm

CIR; = (3.10)

aij)ns a(ij)nz a(ij)nm

Eq.3.10 format is very similar to the format of eq.3.1, botthis case is the cluster num-
ber andj represents the jth time sample. The number of MS antennaeeksrisn andm

is the number of the antenna elements of the BS. Each coeaf,@gis a complex number
that contains the phase and amplitude information of theulsgresponse between dif-
ferent elements of each antenna belonging to a link. In sumrtteere is a NxM matrix
per cluster and per time sample.

For example, if one link with a BS antenna with 4 elements arddSaantenna with
2 elements, is simulated inside Al scenario (12 clusterg)daming 100 time samples,
WINNER code generates 1200 matrices whose size is 2x4.
!
a(ij)ir a(ij)iz a(ij)iz a(ij)ia

. . . __ forl i 12;1 | 100
a(ij)zr a(ij)zz a(ij)zaz a(ij)oa

CIR;j =
(3.11)

"WhenFixedPd pU se@dndFixedAnglesU sedre enabled the large scale parameters are not generated by
generatebulk_parm.
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In this exampleCIR(1;3;7;50) returns the complex number that represents the amplitude
and phase of the 7th cluster in the 50th time sample of the lsepesponse between the
rst element of MS antenna and the 3rd element of BS antenna.

Moreover,wim:m has two other outputs. The rst one is a vector that contanestime
arrival of each cluster, and the second one is a structurgpased by all the parameters
generated bygeneratebulk parametersFig.3.8 shows a complete diagramwim:m
operation.

Figure 3.7: wim.m operation diagram
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3.2 Code adaptation for Professional Wireless Microphone
System, PWMS

The previous section has shown an overview of all the pdasbithe WINNER Matlab
code provides the user in order to simulate several wireessnunication applications
including, for each application, the calculation of the el impulse response. Section
3.2, based in all WINNER Matlab code possibilities, aimshow an adaptation of this
code to the needs of the PWMS application under study in tasis. Firstly the gen-
eral problem is described, and based on that descriptiagssary adaptations are ex-
plained. As stated along this report, the PWMS applicatayolit must be the same as
that described in [Vos08], which chose, as a PWMS applinadcenario, the Hannover
Congress Center (HCC) hall. In those experiments conductdee HCC hall, the trans-
mission part consisted of one signal generator and onentites antenna. The receiver
part was formed by one antenna and one vector signal anaBatérparts, the transmitter
and receiver, were located in the main scenario in whereg@msinitter was xed on one
position and the receiver stands on the center. The ideaosssdy the effect of the envi-
ronment on the signal transmitted using the Saleh-Valdazlannel model. In this thesis
the goal is to compare the impulse response simulationsnoeed by WINNER with the
results of [Vos08], adding a study of the channel behavicemhe receiver antenna is on
movement. This is one of the most important parts here becausle Saleh-Valenzuela
model cannot simulate the movement of the terminals, WINNEdbIe to implement this
situation. Thus, the results shown in chapter 4 of this dentrare focused on comparing
the simulations carried out by WINNER model, with the resuéiported in the [Vos08],
as well as to analyze the effect of the movement of the recavenna.

This section is structured similarly to section 3.1. Thetrsetbsections show the PWMS
antennas characteristics and their corresponding codstatgnt. Later, the code adapta-
tions for layout parameters and simulation parametersustegd.
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3.2.1 Code adaptation for PWMS antennas

The PWMS application radio link network consists of two istas or terminals, one
transmitter and one receiver, working in a frequency raff@0MHz and 18GHz. The
mobile station (MS) antenna typically has horizontal piakstion isotropic eld pattern,
whereas the base station (BS) that acts as a transmittdrisd8tSO link, exhibits a hori-
zontal polarization whose eld pattern is shown in g.3.8.

(@) (b)

Figure 3.8: (a) 900MHz Schwarzbeck antenna eld patteri;1@00MHz Schwarzbeck antenna
eld pattern

In the WINNER Matlab code, the antenna eld patterns are diesed by a 4-dimensional
matrix, so it is necessary to convert the 2D antenna eldgpattiagrams shownin g.3.8,
into a 4D matrix in order to be processed by WINNER code. Theeghree different radi-
ation patterns to create. Two of them correspond to thermdtes antenna. Fig.3.8 shows
the different transmitter antenna eld patterns (depegdin the frequency) that are im-
plemented in this thesis. The third eld pattern belongshi® isotropic receiver antenna.
Both transmitter and receiver antennas have the same nwhleé&ments, 1, and both
of them present horizontal polarization. Since both ardgsrrave horizontal polarization,
only the azimuth vector is necessary to represent the radipatterns. For this reason,
the size of elevation vector parameter is 1. The last paemébat are required are the
number of azimuth samples and the radiation level of eachme azimuth vector cov-
ers 360 degrees from 180 to 179. The number of azimuth samples depends on the
resolution desired. One sample per azimuth degree achagyesd compromise between
resolution and computer processing velocity. All theseaatizristics determine the size
of the 4D matrix. The size of the rst dimension is 1 becauséhefnumber on elements
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of each antenna. The size of the second dimension is 2, dire tpaiarization options,
horizontal and vertical. Third and fourth dimension are d 860 respectively, that is, the
eld pattern samples in elevation are 1 and the eld patteaamples in azimuth are 360.

FPij= 0 a(lj)i forl | 360 (3.12)

In eq.3.12, the rst column of the matrix de nes the eld path for vertical polarization.
In this case is 0 because the antenna polarization is haakzdrhe second column es-
tablishes the antenna eld pattern for horizontal polai@a In summary, the WINNER
eld patterns consist of 360 1x2 matrices.

(0;a1) for 180" of azimuth

(0;a2) for 179 of azimuth
(3.13)

(0;a360) for 179° of azimuth

Finally, the values fol;...azgo have to be set. These values are not decibels but linear
values. The isotropic eld pattern is built by setting alvalues with ones; thereby the
eld pattern of this antenna is the same for all the azimutglas.

FPj= 0 1 forl | 360 (3.14)

The other two remaining eld patterns are constructed fran8.8. Taking a few relevant
points of these eld patterns and interpolating them, Matfaturns a vector with the
desired values. Assigning each value calculated by intatipa to each azimuth sample
(each coef cienta) in the correct order, the eld pattern construction precesll be
nished. Fig 3.9 shows the construction process steps oftridmesmitter antenna eld
pattern at 900MHz. In ¢.3.9, the rst step represents thegimal eld pattern of the
transmitter antenna obtained from the website of the aaténand, Schwarzbeck, [sch].
In the second step, the most representative points of theesbfathe eld pattern are
marked directly from the original radiation pattern. Thps@ts are interpolated, and the
values obtained are used to build the 4D matrix that repteskae WINNER antenna eld
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Figure 3.9: Field pattern Matlab implementation processnfrSchwarzbeck 900MHz antenna
model diagram

pattern. This matrix is processed by Matlab creating thetewh pattern that is shown in
the last step of g.3.9.

AntennaArraymis the WINNER Matlab code le responsible of building up adlquired
antennas for the PWMS application under study. In this dasesach eld pattern one
antenna is implemented, the isotropic receiver antenrthtrentwo transmitter antennas,
one at 900MHz and the other one a8GHz. Both transmitter antennas never work si-
multaneously since the PWMS application layout only usesreceiver antenna and one
transmitter antenna. Because of each antenna is compos®&tebgiement, the input ar-
guments required bgntennaArraym are the azimuth vector and the eld pattern, and it
is not necessary de ne the location of the antenna elemenstéted in the last section,
the three antennas generated are structures that corggingftion, rotation and eld pat-
tern features. The position and rotation cannot be set iarl@nna construction process.
The user can adjust them manually, later, at the same tinnéhdaimulation layout pa-
rameters. Therefore, before this adjustment, the posatimhrotation are de ned by their
default values, which are, for both paramet§ds); 0] &.

Each antenna structure generated is stored in one Matlatrybence, each antenna can
be referenced separately. This is relevant to assign eachdkiantenna to each kind of

terminal (BS or MS). In brief, the eld patterns, which aresudt of the Matlab antenna

construction process, are used to simulate the PWMS apiplhic& hey are presented in

the diagrams in g.3.10.

8|n Cartesian coordinates.
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(a) Rx antenna (b) Tx antenna at 900MHz (c) Tx antenna at 1800MHz

Figure 3.10: Field patterns of the antennas used for WINNERIations.

Figure 3.11 summarizes the parameters that need to be nibthi build up the PWMS
application layout using WINNER Matlab code. It also inaksdhe appropiate value for
each parameter.

Figure 3.11: Matlab parameters of the PWMS antennas

3.2.2 Code adaptation for PWMS network layout parameters

The layout parameters are set using theldgout parseim. Some of them are set before
executing this le, as inputs, and the others doing modiioas in thelayout parsetim
output structure. The inputs used are:

Number of links.
The maximum radius of the simulated area.
The Matlab vector composed of the antenna structures.

The characteristics of the terminals used in the PWMS agidio.
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As seen in g.3.4, the output dlayoutparseim is a structure containing the layout pa-
rameters that WINNER code offers. Not all these parametersedevant, so some of
them conserve their default values or are disabled. To gtatedt the code modi cations
that take place in this section, g 3.12 shows the basic laglagram in where [Vos08]
obtained the channel impulse response data, and that ianhe & used in this thesis to
simulate the PWMS application.

Figure 3.12: HHC hall basic scheme

The PWMS application is formed by one MS and one BS, so theomeéslink in this
radio communication system, the link between the baseostatnd the mobile station.
The base station (the transmitter) has one sector and degesdthe work frequency, its
antenna is one of the two Schwarzbeck models, 900MHz8®Hz. The mobile station
(the receiver) is formed by an isotropic antenna. From tlebseacteristics, the inputs of
the functionlayout parsetmfor this application are set up as follows:

Antenna arrays. This is a Matlab matrix that contains théedéht antenna struc-
tures generated before B®yntennaArraym. In this case, the 900MHz antenna is
the rst element of the vector, the8MVIHz antenna is the second, and the isotropic
antenna is the third.
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Mobile stations. This 1x1 Matlab matrix whose value is egoahe "Antenna ar-
rays” vector index which points to the isotropic antenn&Siace the isotropic an-
tenna is the third element of Antenna arrays, the value ofidaations is 3.

Base stations. Since both base stations (one for 900MHz lenather one for
1:8GHz) have only one sector, this parameter is a 2x1 Matlabixn&in which
the rst element is equal to the "Antenna arrays” vector maéich points to the
900MHz antenna, 1, and the second element is equal to theiatarrays” vector
index which points to the:8GHz antenna, 2.

Maximum radius of the simulated area. The longest side ofdm@nover Congress
Center hall determines the value of this parameter. In tsgc71 meters.

Number of links. There is only one link, the link between BS1avS, so this
parameter is equal to 1.

Some PWMS application layout features are set in the inguiraents ofayout parseim,
but there are others that have not been speci ed yet. Likedta subsection 3.1.2, the
layout parsetmoutput is a structure that contains the layout informati@twim:mneeds
to calculate the CIR matrix. The remaining features areduced by changing some pa-
rameters of this output structure. In order to perform thR €imulations under an envi-
ronment as close as possible to [Vos08] environment, thiestep is to choose the best
scenario, of all that the WINNER model provides, that tsteeto the PWMS application
analyzed in [Vos08]. However, the experiments conductdtdanreport were performed
with no people inside simulated area but all the WINNER sgoesassume mobile ele-
ments in the environments like people or traf c. This probleannot be solved due to
limitations in the WINNER Matlab code, therefore, this difénce in the simulated envi-
ronment must be taken into account when comparing the Sé&kmzuela channel model
and the WINNER channel model. Ignoring this issue, the bletacenario for this appli-
cation is the B3. The WINNER B3 scenario describes the typncioor big hall where
high density of people and furniture is expected. This isctydhe type of environment
of the HCC hall, one big room with lot of tables, chairs anduoohs, prepared to accom-

%n case that the base stations presented more than one, skistqrarameter would be a Matlab Cell
Array.
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modate many people for big ceremonies, conferences or enaserds. The WINNER
scenario is set by modifying the parameSsenarioVectar

Another output eld that is necessary to modify $$ations Stationsis a structure that
shows the MS and BS information in terms of position, rotatiantenna features and
station velocity. At this point, the antenna eld patterns already calculated, so in this
process only it is necessary to modify the location and vslot the stationsNo f sectis
only an information parameter that de nes the number of@saif the terminaldRairing
establishes the links between the terminals. In this casp#nameter has a xed value be-
cause there is only one link in this PWMS applicatiNiimF loors NumPenetratedFloors
Distl, StreetWidthare not important for this PWMS application. The relevagblat pa-
rameters and its modi cations are listed below.

ScenarioVectorThe le ScenarioMappingn assigns one index to each scenario.
In this case the index of B3 scenario corresponds with thebeu®d, and as there is
only one link (K=1), the value c$cenarioVectors 5.

PropagConditionVectoWWINNER cannot simulate LOS and NLOS condition for
one link at the same time. Hence, this parameter is set to ldepénding on the
propagation condition to match the simulation of the PWM§liaation.

StationPositionThis parameter is a 1x3 Matlab matrix that contains the @tati
position in cartesian coordinatdg;y; z]. From g.3.12 thex andy coordinates of
BS and MS arg16; 2; 7] and[11;5; 7] respectively. The coordinate represents the
height in where the antenna of each station is located. IMis08] measurements,
the transmitting antenna was mounted on a mast about 2 nretezgyht, while the
receiving antenna was xed to the belt of a test person ab@ fneters tall, that
is at a height of 1 meter approximately. From this, the ihpi@sition in cartesian
coordinates of each station[ik5; 2; 2] for BS and[11;5; 1] for MS. The position of
BS is xed but it is necessary to change the MS position after tst simulation in
order to simulate the mobile station movement. Simulatraanst be run for several
different MS positions. These changes are shown and desdnithe next chapter.

StationVelocityFor BS, the station velocity cartesian components can basse
[0;0;0] meters per second because the base station is xed duringdegion process.
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For MS, for simulating the movement of the antenna, the wslaef the MS is
the average speed of a persorkrg=h. 5 kn¥h is equivalent to 1.39 meters per
second or, in WINNER formaf 0:8; 0:8; 0:8] m=s. The choice oft+ or
determines the direction of MS. One WINNER Matlab code latign is that the
MS velocity cannot be set to id=s because the Ms velocity is a term that belongs
to the denominator of eq.3.7 which calculates the simuldiime sample interval.
This can be a problem when comparing the WINNER model witrsP&j results
since these results are based on measurements in whiclattoastvere xed. To
avoid the effect of movement, and thus, be able to compareethdts, the MS
velocity is adjusted to a value low enough to assume thattimeimal is not moving.
In this case the MS velocity is set te °mes.

StationsRotation[Rok; Rot;; Rot] is the antenna rotation by respective axes of
GCS. This means thaot, determines the azimuth angle whereas Ral, sets
the elevation angle. The rotation of the MS is not necessacatse its eld pat-
tern is omnidirectional in terms of azimuth. Only azimuthatmn of BS will be
performed in this thesis using the next equation and takitgaccount the g.3.13.

Figure 3.13: Azimuth angle between stations

Yms Yas
Xgs Xus (3.15)

)= 2:601Fad 150:

Waz(rad) = p arctan

5 2

Waz(rad) = 3:1416 arctan 6 11

A summary of modi cations in the layout parameters desdatibethis section is shown
in g.3.14.
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Figure 3.14: Summary of modi cations in the relevdayout parsetm parameters

3.2.3 Code adaptation for PWMS general simulation paramster

In this subsection, the general WINNER simulation paranseéee set in order to ob-
tain PWMS simulations which can be compared with [Vos08lltss As it happened
before with the antenna and layout parameters, not all thergésimulation parameters
described in subsection 3.1.3 are extended in this subsecti

This thesis aims to simulate the channel impulse responded®WMS application us-
ing the WINNER features for a B3 scenario. The calculatiorpathloss is not a pri-
ority, therefore, the parametePathLossModelPathLossO ptionPathLossModelUsed
ShadowingModelUsedvhich are related with the functiopathlossm, are not neces-
sary to change and study. On the other h&ahgeand end time can be neglected be-
cause these parameters are only implemented for one spANINER scenario differ-
ent than the B3. Due to the PWMS layout structure in which amg link is simulated,
UniformTimeSamplingarameter is irrelevanBolarisedArrayss also an unnecessary
parameter because although it is enabled, actually itseinae in the simulation is zero
since both the transmitter and receiver antenna have onigdmal polarization.

There are general simulations parameters that will not haxed value. This is the case

of FixedPdpUsed FixedAnglesUsetihese parameters have two possible states, 'yes'
(enabled) or 'no’ (disabled). If both parameters are erdlihe cluster power, cluster de-
lay and angle parameters are xed values determined by the @Ddel explained in
subsection 3.1.3. If, on the contrary, both parametersiaabldd, the cluster power, clus-
ter delay and angle parameters are generated randomlyaiidem generation of these
parameters may mask some effects, precluding the measutreme analysis of them.
For example, to test the effect the MS movement in the CIRimatris necessary run
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some simulations. The expected changes between diffensuladions are small so these
changes could be confused with the random variations ofltlster features. In this case
the value ofFixedPd pU se@ndFixed AnglesU sedhust be 'yes'. However, for statistical
analysis of the CIR matrix, the randomness of the clustdufea is necessary because
otherwise, in all simulations, the CIR's obtained would agtically the same and the
conclusions about results could be unreliable. In this ,céevalue ofFixedPd pUsed
andFixedAnglesUsedust be 'no'.

With regard to other simulation parameters, there are sdntleemn in which it is not
necessary to change their default values and there aresotlferse value determines
different setups in the simulation process like, for examphhe simulation duration or
propagation condition. All these parameters are listedvoel

NumSubPathsPerPatfihe default value of this parameter is 20 and it follows the
WINNER basic theory concepts explained in chapter 2.

DelaySamplinglIntervalThis parameter is set ta@5° seconds.

RandomSeed here is no seed for WINNER random generators, so its valaa is
empty Matlab vector.

TimeEvolutionThere is no option to change this value; it is always set td 'no

CenterFrequencyf.). Like stated in last section, the WINNER channel model just
depends on th€enterFrequencyn the case of path losses estimations and also
in the time sample intervalT) calculation (see eq.3.7). This means that, for CIR
computations, th€enterFrequencis an irrelevant parameter except for determin-
ing the time sample interval. High values of time samplernvdkecause signi cant
changes in the channel impulse response, from one time samlther. In this
case, cluster time evolution is highly variable, whereaalbwalues ofDT make the
CIR matrix nearly constant in time. Tt@enterFrequencis set to @ (900MHz)

or 1:8¢’ (1:8GHz) depending on the antenna in use. Returning to eq.8. Biane
both the velocity of the MS an@enterFrequencyre established, the parameter
that determines thBT is SampleDensity

SampleDensit{Sd). First of all, for successful a Doppler analysgampleDensity
should be more than 1. If the values of MS velocity, numbeimttsamples and
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CenterFrequencyre set, high values @ampleDensitgecrease the value of the
time sample interval (see eq.3.7). On the contrary, sméllegaof SampleDensity
increase the value of the time sample interval. The highew#iue of this parame-
ter, the lower the variation of each cluster along the timg.315 shows the time
evolution of the three strongest clusters in a B3 scenaeipedding on the Sample-
Density value when the MS velocity, number of time sampleE@enterFrequency
are xed. For example, in the case thigtis 900MHz and MS velocity is 10 meters

(a) SampleDensity=2 (b) SampleDensity=100

Figure 3.15: Time cluster evolution depending on the Sabgtsity

per second the time sample interval is:

310Bm=s

/ T 0:9 10°Hz
DT = = - = ' = 0:008%: 3.16
2(vus sd)  2(vms sd)  2(10m=s 2) ( )

Knowing that/ = 0:33m, and forSampleDensity 2 there are 2 time samples per
half wavelength, that is, WINNER takes 2 time samples p&68n. If the number

of time samples is set to 100, WINNER nishes the simulatinorDi83s and take
100 time samples per.&m. For SampleDensity 100 there are 100 time samples
per half wavelength, that is, WINNER takes 100 time samptrs0d.65m which

is the total number of samples. Comparing both results, en 5t case there is
more information about the cluster time evolution, as itvehan g.3.15 a). When
the value ofSampleDensitis set to 100, WINNER take all the samples in a short
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space so there is very little information about cluster tewelution and as, ¢.3.15
b) shows, the clusters seem time invariant fi@33 of simulation.

IntraClusterDsU sedAs discussed repeatedly throughout this thesis, one of the
main objectives is to compare the WINNER CIR calculated iapthr 4 with the
Saleh-Valenzuela CIR implemented in [Vos08] Fig 2.5 shdvestypical shape of
Saleh-Valenzuela channel impulse response in which treeamygrouped forming

a cluster, and in where it is possible to see the cluster dépersion. Generally,
the cluster delay spread in the WINNER channel model is Zdoovever, setting
IntraClusterDsU sedo 'yes', WINNER permits to see the delay dispersion of the
two strongest clusters. To facilitate the comparisons betwthe two models, the
IntraClusterDsU segbarameter is set to 'yes'.

UseManualPropConditionThis parameter is set to 'yes' because in this way, WIN-
NER allows the user to change the propagation condition (bQ¥.OS) manually
as required.

NumTimeSamplesligh values of this parameter provide more time infornratio
of the channel impulse response but, also, need more piogésse. This value is
set in the next chapter, depending on the number of time sswsed in [Vos08]
experiments.

A summary of modi cations in the simulation parameters déxd in this section is
shown in g.3.16.

Figure 3.16: Summary of modi cations in the relevavi parsetm parameters
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So far, chapter 2 has reported the main problem discussadithesis and has explained
the basic theoretical concepts needed to understandlie lchiapter 3, the tools necessary
to achieve the WINNER CIR computer simulation have beenritsst. The second part
of this third chapter shows how to use these tools in ordeotopare the WINNER chan-
nel model simulations obtained with the Saleh-Valenzuktnoel model simulations car-
ried out by [Vos08]. Chapter 4 begins with a detailed desicnipof the HCC hall, which
is the scenario used to calculate the WINNER and Saleh-¥Yakda channel impulse re-
sponse. This description covers the physical environmewed as the expected behavior
of the transmitted signal inside the application scendhit is, how the hall structure can
affect the communication between the transmitter and tbeiver antenna. It is essential
to understand the possible fading effects inside the HCIGahdlwhy they are originated
in order to evaluate correctly the results of [Vos08]. Adifilly, this chapter makes a
study of how different WINNER Matlab code parameters cancifthe WINNER simu-
lations, including the movement of the mobile station. Finahe equivalence between
both channel models is discussed. Prior to this, it is necgds adjust and modify the
output CIR format of each model as far as possible to achiergarability among them.
The mechanisms used for this purpose also are explained.

4.1 Hanover Congress Center, HCC

This section aims to describe in detail the scenario in wthelthannel impulse response
measurements were conducted by [Vos08]. From this dataatell, and using a mod-
elling process based on Saleh-Valenzuela channel moaeBY calculated the channel
impulse response of the HCC hall. The measurement procddb@conditions in which

55
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it was performed are also described. As mentioned in se2tibrthe WINNER channel
model allows getting the channel impulse response for rdiffescenarios. One of them,
called B3, is the most similar to the HCC hall, but not the safiteerefore, it is neces-
sary, within the possibilities offered by the WINNER Matlabde, to set the WINNER
layout parameters so that the simulation scenario ts th&CH@ll structure as much as
possible.

The modelling process is conducted entirely on a compukes.Means that the WINNER
simulation scenario is not a real place but is a descriptiaderby the user. Like stated
in chapter 2 and 3, the different WINNER scenarios charesties are de ned based on
the measurement campaigns made by [Kydb]. The user can bolyse the WINNER
scenario type (from Al to D2), the simulation area and thetiposof the transmitter and
receiver antennas. This limitation causes the rst probleinen comparing both models:
while [Vos08] calculates the CIR of the HCC hall, in this tisethe CIR calculations are
performed on a virtual scenario, which should be as closeoasilple to HCC hall. In
the next subsections, the real and virtual HCC halls areritestas well as the expected
behavior of the transmitted signal inside these scenarios.

4.1.1 Real HCC hall

Fig.4.1 shows the map of the HCC hall used for channel impelsgonse measurements
(for more information see [HCC]). The transmitter and reeeiantennas, BS and MS
respectively, are located on stage. There are two lineslofrots along the hall, parallel
to the sidewalls. In g.4.1, the columns, represented by &8 the small rectangles that
are on both sides of the hall. Also, there is a dividing wdd), {n the middle of the hall
that divides it into two parts. The back wall is representedie letter (c).

Like stated in section 2.1, the radio links present mulhgabpagation caused by re ec-
tion, diffraction and scattering. These degrading effecesrelated to the wavelength of
the transmitted signal and the electric size of the objdws abstruct the signal along
its path. In the [Vos08] experiments performed in the HCG, laé center frequency of
transmission was 740MHz. This feature determines, usirigy2ghe value of the signal
wavelength, 0.4 meters. From this value, obstacles with@s#msurface whose size are
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Figure 4.1: HCC hall map.

greater than @ meters, act like re ecting objects. Big dense objects alamluce fading
effects on the transmitted signal like diffraction. Rouginfaces or small objects may be
the cause of signal scattering. When the [Vos08] measuresmesre taken, the hall was
empty of people and furniture so re ection and diffractidfeets are, mostly, the cause
of the signal multipath propagation. In other words, thelsyahe roof, the columns along
the hall, the oor and the dividing wall are the main obstingtfactors that cause the
multipath propagation in this PWMS application.

As seen along the chapter 2, in the Saleh-Valenzuela chamoeil, the multipath prop-
agation paths are called rays and arrive to the receiveranpg called clusters. As re-
ported in [Mol] [Ky6a] [Zha], the WINNER channel model cless are constituted by a
xed number of rays, or propagation paths, diffused in ardpenains. The rays within

the same cluster have the same propagation delay, and ther piaspersion of a clus-
ter in angle domains is characterized by cluster angulaaspof departure (ASD) and
cluster angular spread of arrival (ASA). However, the Salatenzuela channel model is
based on the concept that the rays, which form the clustashrthe receiver in different
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moments due to the path length. As reported in [Sal], thet@lssre formed due to the
effect of the building superstructure on the transmittephal, while the individual rays
are formed because of the objects that are near to the trdesamd receiver. Inside the
HCC hall, the divided wall and the back wall may be the supecstire that form the
clusters, whereas that, the corners, windows, door andomirithmes, columns, etc, are
the fading agents responsible for the formation of the dbffiérays within each cluster.

Fig.4.2 shows a schematic of how the clusters would creatEig.4.2 a) the direct ray
from BS to MS is the rst ray that reaches the receiver antetirat is, the rst ray of the
rst cluster. Successive rays arrive at MS with a time deldese rays are weaker in terms
of energy due to the rebounds with the scatter agents andfetaeir path between, BS
and MS, is longer. The numbers in each ray represent the raglaime. The number
one is the rst to reach the receiver because its path is thalest and so on. The time
delay of each ray is represented hyas it is shown at the right side of each graph (a, b
and c), and gives an example of the formation of an impulsgorese, cluster by cluster.
In Fig.4.2 b), from all the rays that are re ected in the divig wall, the main ray is the
one rst that reaches the receiver. Successive re ected fiaym the dividing wall arrive
at MS later and with less energy forming, thus, the seconstefuNot all the rays that
reach the dividing wall are re ected to the MS. Some of theossrthrough it, due to the
diffraction phenomenon, reaching the back wall in whichythee re ected, returning to
the dividing wall. At this point, some rays are re ected ag# the back wall and others
are diffracted reaching the MS. Fig.4.2 c) shows these godugys that, leaving from the
BS, are not re ected in the dividing wall but go through it twimes before reaching the
receiver, one from the transmitter and the other one fromdteetion with the back wall.
These rays form the third cluster. The energy of the raysngehg to the third cluster is
very small compared with the rst and second cluster raydegd, the last rays of the
third cluster are practically unpredictable, so that no enduster arrivals are expected.
In summary, the expected channel impulse response of thid®&WApplication inside the
real HCC hall is formed by three clusters: the rst one duehe direct ray between
transmitter and receiver, the next one because of the rierecf rays in the dividing wall,
and the last one due to the re ection in the back wall, of thesithat had been previously
diffracted in the dividing wall.
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(a)

(b)

(©

(d)

Figure 4.2: (a) Generation of the rst cluster; (b) Genematof the second cluster; (c) Generation
of the third cluster; (d) Legend
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4.1.2 WINNER virtual HCC hall

The virtual HCC hall is the application scenario built fronetmodi cations in the WIN-
NER layout parameters, taking into account the charatitesisf the real HCC hall struc-
ture.

The WINNER channel model only allows the user to de ne thense® type (from Al
to D2), the position of the antennas in GCS and the maximunusaaf the simulation
area. However, the limitations are even greater becaudagtisvo con guration options,
the maximum radius and the antenna positions in GCS, areathyuxclusive. Unlike
the real scenario in where the stations are inside the stionlarea, in the virtual HCC
de ned by the WINNER Matlab code, the stations delimit thmsiation area, that is, they
are the boundaries. When the user de nes the maximum raélithe simulation area, the
WINNER code randomly calculates the position of the antertaking into account that
the distance between the respectivandy coordinates of both antennas never exceeds
the radius selected. Thus, the transmitting and receivmignmas have always different
locations for each WINNER simulation. By contrats, if thespimns of the antennas are
xed to a certain place, the maximum radius of the simulattwea becomes irrelevant.
Therefore, there are two possible options, shown in g.fbBsimulate the HCC hall:

1. Keep the positions of the antennas described in [VosO8amange for a consider-
able reduction of the simulation area.

2. Set a simulation area of similar size to that of the reahade, but considerably
increasing the distance between both antennas.

Both con gurations are not quite good solutions, so it ises=ary to take in mind this
WINNER code limitation when analyzing the WINNER simulatg After simulate two
simple WINNER examples using these con gurations, it iseyle that the amplitude of
the last! clusters are practically the same for both cases, while thieclusters suffer a
reduction in amplitude of nearlydB when using the second con guration option. This
feature is due to the distance increase between the BS an8iNt®.the rst con guration
sets the same distance between the transmitter and theeeasin the real scenario, and

191 time domain.



4 PWMS scenario 61

(@) (b)

Figure 4.3: WINNER layout con guration options

since, both options present very similar amplitudes forlés¢ clusters, the "least bad”
con guration is the rst one, corresponding to the g.4.3 a)

Actually, last layout features are not the key layout comragfion options that make the
WINNER model ts well a certain environment, in this caseg tHCC hall. As a statistical
channel model, the WINNER model do not take in mind the plalsibaracteristics of
any scenario butitis based in measurement campaignsctauién several environments
in order to cover, as far as possible, all wireless commuigica scenarios. For this reason
the most important layout con guration option that the WIER Matlab code provides
is the scenario type. This parameter largely determinesMH¢NER channel impulse
response.

The WINNER scenario that ts better the characteristicheflHHCC hall is the B3 hotspot
scenario. The basic features that make the B3 scenario teesmitable of all WINNER
scenarios for this PWMS application are:

Built up for large indoor halls, like train stations, airp®or conference halls.

The typical dimensions of this scenario are between 20x2@nmmé& 100x100 me-
ters in length and width, and up to 20 meters in height
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The Velocity of the stations is between 0 ankirs=h 11,

B3 scenario is de ned for LOS and NLOS case. In the simulasioenario using in
[Vos08] there was no objects obstructing the path betweetréimsmitter and the
receiver. However, as explained below in subsection 4tBel simulations in the
WINNER B3 scenario for this PWMS application are run in LOSI &1L OS cases.

The WINNER B3 scenario, for LOS case, is formed by 10 clustetis 20 rays per each
cluster. However, if the parametietraClusterDsU seds enabled, the number of clusters
increased to 142, due to the division of the two strongest clusters into tisgclusters
in order to simulate the cluster delay dispersion. For @ MWNNER scenarios, there are
two type channel models, the generic model and de clustay iak model. As discussed
in subsection 3.2.3, the use of each model will depends otygieeof simulation required.
Accordingly, the time arrival, power, AoA and AoD of each siers will depend on the
type of B3 scenario channel model used.

Generic modelln the generic B3 model the cluster delays and power are gestefol-
lowing an exponential distribution and based on severarmpaters which are shown in
table 4.1. This table has been built from the parametergithesicin [Kydb]. The time de-

| Parameters | B3 Scenario. LOS case |
Delay spreadlfgio([second]) | mean() = 7:44; standard deviatios() = 0:12
K-Factor(K)[dB] mean¢r) = 2; standard deviatios() = 3
Delay distribution Exponential
Number of clusters 10 or 14 (ntraClusterDsU sed enabled
Number of rays per cluster 20
Per cluster shadowing st 3

Table 4.1: B3 LOS generic model parameters involved in tHeutaion of cluster delays and
cluster powers

lay of the nth cluster for the WINNER B3 scenario is calculdising the next expression

n the PWMS scenario under study, it is assumed the posgibiliquick turns of the MS, and people
walking and blocking the communication between BS and MS.

12For NLOS case there are 15 clusters composed by 20 rays gecleater. In the same way as LOS case,
if IntraClusterDsU seds enabled, the number of clusters is increased to 19.
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previously de ned in [Ky6b]:
th= rtStIn(Xn); (4.1)

wherer, is the delay distribution proportionality facta; is the delay spread ar¥j, is
an uniform distribution from 0 to 1J(0;1). For LOS case it is required to calculate a
scaling constanD), which depends on the Ricean K-Factor in this way

D= 0:7705 0:043% + 0:000X?+ 0:00001K?>: (4.2)
Finally, the time delay of the WINNER B3 scenario for LOS céase
th= th=D: (4.3)

The cluster powers are calculated as shown in the followguagon

rr 1

Zn
1010 4.4
ItSt ’ ( )

Ph=exp tn

whereZ; is the per cluster shadowing termdiB following a normal distribution between

0 andz. Z,= N(0;z). If M is the number of rays per cluster, the power of each ray within
nth cluster will beP,=M. 13 In summary, each WINNER B3 generic model simulation
generates a channel impulse response in which the clustempters are based on table
4.1 and equations 4.1 to 4.4, that is, each simulation is@dorarchannel impulse response
realization. As stated in subsection 3.1.3, a set of thesezations gives the typical B3
cluster features values which are picked up in the CDL tatilas make up the CDL
model.

CDL model.Inthe cluster delay models, the cluster delay, power anteargracteristics
are xed to typical values to obtain comparable simulatieaults. Moreover, in case of
IntraClusterDsU seds enabled, the CDL model for the WINNER B3 scenario deteesin
that the two strongest clusters are in general the secondigiid The cluster parameters
of this scenarid?, when the CDL model is used, are presented in tables 4.2 8vadich
were previously shown in [Kydb].

BEquations 4.2, 4.3 and 4.4 comes from [Kydb].
14For LOS propagation case.
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| Cluster numbet Delay (ns)| Power (dB)| AoD (°) | AoA (°) |

1 0 0 0 0

2 0 -9.6 -23 -53
3 15 -14.5 -34 -79
4 25 -12.8 -32 -74
5 40 -13.7 33 76
6 40 -14.1 -35 80
7 90 -12.6 32 -73
8 130 -15.2 -35 80
9 185 -23.3 -43 -100
10 280 -27.7 a7 -108

Table 4.2: WINNER B3 scenario CDL model parameters whgraClusterDsU seds disabled.
LOS case

| Cluster numbet Delay (ns)| Power (dB)| AoD (°) | AoA (°) |

1 0 0 0 0

2 0 -9.6 -23 -53
3 5 -11.8 =23 53
4 10 -13.6 -23 =53}
5 15 -14.5 -34 -79
6 25 -12.8 -32 -74
7 40 -13.7 33 76
8 40 -14.1 -35 80
9 45 -16.4 -35 80
10 50 -18.1 -35 80
11 90 -12.6 32 -73
12 130 -15.2 -35 80
13 185 -23.3 -43 -100
14 280 -27.7 47 -108

Table 4.3: WINNER B3 scenario CDL model parameters wheraClusterDsU seds enabled.
LOS case

In addition, the CDL values of the cluster ASD and ASA afeaid % respectively!®
The grey rows of table 4.3 represents the subclusters, vénnchlates the cluster delay
spread of the second and sixth cluster of table 4.2.

5Always in the case of WINNER B3 scenario.
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Fig.4.4 shows the power delay pro le, PDP, of a WINNER B3 sm@msimulation when
the CDL values presented in table 4.2 are used. For this atron| the layout scheme is
the same as that presented in g.4.3 (8).

Figure 4.4: WINNER B3 scenario PDP of CDL model. LOS propeatase.

From g.4.4, the rst cluster is due to the multipath compaote that reach the receiver,
rst. The 2nd, 3th and 4th, probably are formed because ofityeal re ection and diffrac-
tion on scatters that are placed near to the receiver. Tlsgeckinumber 5, 8 and 9 seems
to be caused by room walls or big scatters such as people meets of the building
structure located not so far. Last cluster usually is thelted the signal re ection on
the back walls, roof corners, etc, placed in the other sideeindoor environment, away
from the receiver. The time delay of each cluster corresgorbe values of the second
column of table 4.2. In all WINNER B3 scenario simulationattiuse the CDL tables,
each cluster has always the same delay time. The amplitudaabf cluster depends on
the layout setup, the cluster angle parameters and clustegrdrom tables 4.2 and 4.3.
Unlike the delay values, the amplitude levels for the samstel are not equal although
the simulations are carried out under the same conditioins.amplitude variations for
each CDL simulation are given by changes in the simulatienaigo layout (stations po-

16The cluster amplitude values correspond with the mean othhster amplitude time evolution (see
g.2.4).
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sition and rotation) and the randomness of large scale pesssuch as Ricean k-factor,
shadow fading and the angle features of the rays within th&tets. This randomness is
uncontrollable and may hide, in the CIR graphs, the consempgeof small changes in
the scenario layout, that is, in some cases it could be iniiples® predict whether the
changes in amplitude are produced by the large scale paesmneatriations or by changes
in the simulation setup. The table 4.4 shows an example eéthariations when 10 differ-
ent simulations are performed under the same layout condithat the used to simulate
the PDP of g.4.4.

|Cluster numberf Sim1 | Sim2 | Sim3 | Sim4 | Sim5 | Sim6 \ Sim7 \ Sim8 | Sim9 | Sim10 || Mean |

Ci1 0.0318| 0.0281| 0.0488| 0.0290| 0.0084| 0.0320| 0.0439| 0.0851| 0.0721| 0.0298|| 0.0409
C2 0.1874| 0.1298| 0.0884| 0.3223| 0.0259| 0.1815| 0.2250| 0.1033| 0.2391| 0.2137|| 0.1716
C3 0.2234| 0.0173| 0.1125| 0.0060| 0.0430| 0.0203| 0.0437| 0.1318| 0.0265| 0.0338|| 0.0658
C4 0.1257| 0.0298| 0.1172| 0.1289| 0.0658| 0.0356| 0.1996| 0.1221| 0.0663| 0.0877|| 0.0979
C5 0.0050| 0.0010| 0.0031| 0.0019| 0.0023| 0.0015| 0.0047| 0.0035| 0.0002| 0.0006|| 0.0024
C6 0.1891| 0.0948| 0.2128| 0.0297| 0.1812| 0.1312| 0.1468| 0.0724| 0.0749| 0.1906|| 0.1324
C7 0.0019| 0.0031| 0.0066| 0.0054| 0.0013| 0.0069| 0.0011| 0.0052| 0.0045| 0.0017| 0.0038
C8 0.0673| 0.1106| 0.1110| 0.1752| 0.1248| 0.0509| 0.1204| 0.0898| 0.0938| 0.0907|| 0.1034
C9 0.0362| 0.0158| 0.0392| 0.0148| 0.0445| 0.0119| 0.0337| 0.0292| 0.0290| 0.0352|| 0.0290
C10 0.0012| 0.0020| 0.0010( 0.0011| 0.0007| 0.0024| 0.0006| 0.0025| 0.0023| 0.0017| 0.0016

Table 4.4: WINNER B3 scenario simulations when CDL model LO©&se is used and
IntraClusterDsU seds enabled.

In this table, the grey column represents the mean of all lsitimns and gives a general
overview of the strongest and weakest cluster when the CDdenis used in case of
WINNER B3 scenario. However, it makes clear the extent adteluamplitude variability

in each simulation, for example the third cluster in the &std fourth simulation. Like

stated above, this problem is not controllable by the userequires special attention
when comparing several simulations. This issue is addiaagée following sections.
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4.2 Data analysis

This section aims to analyze the results obtained in [Vos@8] regard to IEM experi-

ments conducted in the HCC hall. Subsequently, this arslygiompared with the WIN-
NER channel model simulations carried out in the virtuahse® described in subsection
4.1.2. The WINNER simulations and the channel models coismas are performed in
the next sections.

As stated in chapter 1, in one of the IEM experiments condLiocygdVos08], a body pack,
acting as a receiver (MS), is mounted on the belt of a tesopengo is located in the
stage center, whereas that the transmitter antenna (B&dsdin the upper left corner
of the stage as can be seen in g.3.12. Throughout these iexpets, to measure the
channel impulse response for different MS positions anddeioto see the effect the test
person body when it is located between both antennas, thpdeson, who is always in
the center of the stage, turns on itself taking certain angfleotation, O(initial position),
45, 9P, 132, 18C°, 22, 27 and 315. 1’ Fig 4.4 shows a diagram of the transmitter
and receiver antenna locations used for the IEM experim&htsinset to the right to the
stage describes all the different angles in which the taesigmes positioned.

Figure 4.5: Scenario setup of the IEM measurements.

From all the data available presented in [Vos08], the amalykthis section is focused
on the HCC hall CIR values obtained in the IEM experimentds Bxperiments were

171t is assumed that the center of the scenario is the centBedést person rotation.
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conducted for a frequency band between 800MHz and 1800Ms¢zi sally for the fol-
lowing frequencies: 800MHz, 1000MHz, 1200MHz, 1400MHzQQ&Hz and 1800MHz.
The channel impulse response data are stored in MatlabaestEEach matrix contains 98
impulse responses for every center frequency and everyigosi the test person. Each
impulse response is a vector composed by 1000 elementdataltwith a frequency
sampling interval oldelta f = 200kHz. The objective is to represent each Matlab ma-
trix into a format so that, CIR data and the subsequent WINNIHR simulations can be
compared between them.

The main idea is to represent, in time domain, the impulgearese for each MS position

and for each center frequency. The method chosen is to adctile average of the 98
impulse responses for every case, that is, transform ed@x®8 matrix into a vector of
1000 elements, where each element is the average of eadx noatr Each row can be
expressed by(._- ,1 i 1000. To get a representative average, it is important tuatea

the variance of the data (eaEh, because the higher the variance, the average is less rele-
vant. The study of the variance is given by the standard tlewial he standard deviation

of eachX; is obtained following the next expression.

13 ’
——a (xj x?* dB: (4.5)
N 12

o<

sij= 10log

N is the number of CIR's for each MS position and for each cefreguency, 98x;; is
the jth element o andx; is the average ak. The maximum standard deviation Xf
is calculated by this equation

Si_max= 10log(x;_max x_min) dB; (4.6)

wherex;_maxis the maximum value Q‘K andx;_min is the minimum. As it is summarized
in table 4.5, all standard deviations are acceptably loas(lhan €bdB) to validate, in
this case, the average method to represent each Matlabxmatri

From the impulse response representation, the most imadatsk is to locate the clusters,
but rstitis necessary to determine the longest possiblegralelay pro le. As reported
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in [Fer87], high values of frequency resolution in measwreta imply short periods of
time for these measurements. This is directly related tarithersely proportional rela-
tionship between frequency and timme, 1=f. As mentioned in the previous page, data
from [VMos08] were taken with a frequency resolution c200kHz which means that the
longest PDP is Bs. Previously cited in [Sal], in indoor radio links, the mpkith compo-
nents (rays) arrive in clusters. Each cluster has its owaygme function independently
of the overall impulse response decay function. Locatirapegoup of rays, the approxi-
mate delay time of each cluster will be established.

Fig.4.5 presents the average of the impulse responseséarlunits) when the assistant
is in the position of 90 at 800MHz.

Figure 4.6: Impulse response at 800MHz when the MS is positiat 90.

This graph shows three clusters. The rst is due to the dir@gtbetween the transmitter
and receiver. Inside the rst cluster, there are two pealddais and 110 ns. The rstone
is most likely caused by the signal re ection in the wall timtocated one meter behind
the BS(see g.4.1). This assumption is based on the amg@iaidhis peak, which is near
to the maximum IR level, and on the time delay, which is venselto the time delay of

the direct ray. The second peak of the rst cluster is propaloie to the re ections in the

columns of the left or right. Second cluster starts at 230nasisithe result of the signal
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re ection on the dividing wall, this means that the multipaiomponent spends 230ns to
reach the dividing wall and come back to the receiver tragedipproximately 70 meters,
35 + 35 meters®. Third cluster begins at 421 ns and is due to the re ectionhenttack
wall. In this case, the expected path length is 140 meters i#ach the back wall and 70
to come back. As observed in g.4.5, the relationship betwie time it takes the rst
ray of clusters to reach the receiver and the distance gd\ak the expected and logical
one. In the same way, it concludes that the second peak ofrgheluster, at 110 ns, is
probably due to an approximate path of 34 meters which qooregs to the path from the
transmitter to the receiver when the central columns latatethe both sides of the part
B of the hall(see g.4.1) act as a re ectors agents.

The rest of the channel impulse responses at differenticeatpiencies and MS positions,
are analyzed and summarized in table®®.54owever, not all center frequencies are taken
into account. As stated in chapter 3, the center frequerndidse antennas that are used
to simulate the WINNER CIR are 900MHz and 1800MHz. For thésen and in order to
obtain a realistic comparison between the two channel nsptible 4.5 is focused only
in the channel impulse responses measured at 800MHz, 102GiiH 1600MHz. The
features analyzed for the CIR's at 800MHz and 1000MHz arepaued to the WINNER
simulations when the antenna at 900MHz is used. SimildréyQIR analysis at 1600MHz
is contrasted with the WINNER CIR simulations at 1800MHz eTEM experiments data
at 1800MHz has been ruled out because for certain MS posjt&2%, 27@ and 313, the
signal level is to low and is therefore virtually impossibdedetect the beginning of each
cluster. Table 4.5 shows the time delay of each cliikmd the amplituded, of the rst
ray of each clustet!. Also includess, which is the average of; for each frequency and
each MS position. The last CIR feature presented in thigtastthe maximum amplitude
of each CIR Amax Which corresponds to the rst ray to reach the receiver.

181t s assumed that the rst ray of the second and third clustarels by a more or less straight path since
it is the shortest path and hence the rst to come back to tbeiver.

19As mentioned above, each CIR is an average of the 98 CIR'shdrie stored in the Matlab matrices for
each MS position and frequency.

201t is assumed that the rst cluster always starteti=at0.

21The rst ray of a cluster has the higest value of amplitude. thts reason, is easy to compare the ampli-
tude of two clusters by comparing their rst rays.
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| 2nd cluster 3rd cluster
| RotC) | f(MHz) | Delay(ns)| A(dB) | Delay(ns)| A(dB) | s (dB)** | Anax(dB) |
0 800 200 -40.92 370 -43.97| -60.7897| -30.85
45 800 220 -44.62 400 -45.53| -61.2280| -27.69
90 800 230 -40.99 420 -45.37| -59.1302| -28.53
135 800 230 -46.68 390 -47.09| -63.2499| -30.59
180 800 260 -49.57 430 -47.86| -62.3749| -30.93
225 800 240 -47.58 380 -48.77| -64.9868| -35.40
270 800 250 -44.45 360 -44.14| -62.8004| -35.52
315 800 240 -44.13 370 -42.87| -62.5672| -35.02

0 1000 230 -42.49 381 -43.14| -63.1891| -30.66
45 1000 200 -41.55 380 -43.83| -60.4853| -27.44
90 1000 190 -42.17 390 -44.09| -59.6505| -28.53
135 1000 200 -41.96 390 -44.89| -60.4126| -29.58
180 1000 200 -40.92 441 -47.26| -61.7742| -30.60
225 1000 190 -42.27 380 -44.35| -64.4793| -36.15
270 1000 210 -41.29 371 -42.31| -64.3783| -35.87
315 1000 210 -42 380 -41.90| -63.5511| -34.55

0 1600 220 -46.05 370 -48.06| -64.8526| -37.28
45 1600 220 -47.03 370 -51.26| -62.7157| -33.58
90 1600 220 -47.70 420 -55.08| -64.8142| -32.11
135 1600 200 -48.66 320 -51.68| -62.8341| -32.32
180 1600 220 -48.41 400 -52.74| -63.5552| -35.57
225 1600 180 -49.11 310 -52.71| -65.1234| -41.23
270 1600 220 -50.24 360 -50.65| -64.9775| -40.08
315 1600 230 -46.71 370 -49.65| -64.7145| -39.29

Table 4.5: Impulse response information from measuremet&CC hall

From table 4.5 it can draw some conclusions. When the motzteos is located in the
angles 48, 9(° and 138, the average of impulse responses for 800, 1000, and 1600 MHz
reach the highest amplitudes. This can be seen in the lastoobf the table 4.5 that
refers to theédmaxwhich, in turn, matches with the beginning of the rst clusteat is, the
direct ray between both antennas. In the same way, the |waksts ofAnax correspond

to angles 22% 270 and 318. This feature can be better understood looking at g.4.5, in
which the BS has a direct view of MS for the angle$,48° and 138, whereas that in

the angles 225 27@° and 318 there is an obstructed line of sight between transmitter and
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receiver because of the test person body. The third cludteahws due to the re ection
of the signal in the back wall, reaches its highest valuesgllicases, for the angle€,0
27 and 318. These angles correspond to the MS positions that mosttigirgaint to
the back wall. The amplitude of the second cluster rst rayichihcorrespond with the
signal re ection in the dividing wall, do not follow a partitar pattern. This may be due
to re ections in the side walls, columns or both, before theval of the transmitted signal
to the receiver MS.

Table 4.6, based on table 4.5, compares the amplitude ofobastier rst ray, for the same
frequency, by calculating the average of each clugten all MS positions.

Istcluster| 2nd cluster | 3rd cluster
| Frequency(MHz) A(dB) | a1 | A(dB) | a |A(dB) | a3

800 -31.81| 1 | -45.03| 0.7 | -45.7 | 0.69
1000 -31.67| 1 | -41.83| 0.75| -43.97| 0.72
1600 -36.43| 1 | -47.98| 0.76 | -51.47| 0.70

Table 4.6: Clusters rst ray amplitude comparison from meaments in HCC hall

a1, a andag are the normalization factors of the rst, second and thiuster respectively.
a; is equal to 1 and, as mentioned above, represents the adgbfuhe rst cluster rst
ray. It can be seen that the higher the frequency, the gresatbe second cluster in re-
lation to the rst cluster, while the relationship betwedretrst and the third cluster is
practically the same for all frequencies. On the other héimel frequency of 1000MHz
presents the higher values for both clusters and the 160084Hibits the lower ones.
Fig.4.7 shows graphically the amplitude relationship aftealuster rst ray for all fre-
qguencies.

The cluster delay time features for 800, 1000 and 1600MHzamemarized in table 4.7.
This table includes an overview of the cluster time delagrnfation from table 4.5. Thus,
for each frequency there is an interval in which both clistgpear regardless of the MS
position. Also includes the mean of each interval and thedsted deviations .
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Figure 4.7: Clusters rst ray amplitude comparison from sigaments in HCC hall

2nd cluster 3rd cluster
| Frequency(MHz) Interval(ns)| Mean(ns)| s (ns) | Interval(ns)| Mean(ns)| s (ns)
800 200-250 234 | 18.46| 360-430 390 25.07
1000 190-230 204 | 13.02| 371-441 389 | 21.83
1600 180-230 214 | 15.97| 310-420 365 36.64

Table 4.7: Clusters time delay features from measuremei€iC hall

For all the cases, the total range of time in which it is expedhat the second cluster
appears is between 180 and 250 ns. For the third clusterntigsés concludes that the
signal from the back wall takes 310 to 440 ns to reach thevegpantenna. For further
information about the delays, the table 4.7, extracted ffgos08F3, relates the time
delay of several paths with the re ection points in whiclsitissumed that these paths are
re ected towards the receiver.

This table only differs from the initial analysis in the fdabat the time delay of the third
cluster is extended a little bit more, up to 500 ns. For thegansons with the WINNER
channel model, both tables, 4.7 and 4.8, are taken in mind.

23This table is part of an analysis carried out in [Vos08].
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| Columns | Dividing wall | Back wall |
Time Delay (ns)] 63 | 80 | 107 | 133 233 450 to 500
Distance(m) | 95|12 | 16 | 20 35 70t0 75

Table 4.8: Path time delay as a function of distance traveled

Fig.4.8 shows a simulation of the impulse responses for &acduency, 800, 1000 and
1600MHz, based on tables 4.5, #'64.7 and the Matlab data provided by [Vos08]. As ex-
plained in the beginning of chapter 4, these impulse regmbslong to the IEM PWMS
application experiments in which the transmitter ante®%, is located in the corner of
the stage (see g.4.1) and points to the stage center in whergeceiver antenna, MS, is
placed. The MS do not move from its position but can rotate’360

Figure 4.8: Impulse responses representation at S00MH®IBI2 and 1600MHZ

Comparing the three impulse responses, it can be obseratththtime delay of the sec-
ond cluster increases with the frequency while the timeyded#he third cluster decreases.
The impulse responses corresponding to the frequencigd0dfiildz and 1000MHz have
the highest cluster amplitudes while the impulse respohd46@0MHz exhibits the low-
est ones. This may occur because the wavelength of the sagrd&00MHz is smaller

24The amplitude is expressed in linear coordinates to fatdlivisualization.
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(see equation 2.2) than the wavelength of the signals at@@0@00MHz. As mentioned
in chapter 2, the shorter the wavelength of a signal, the rikety to be re ected and
diffracted. This is because the electric size of the halicttire and elements is greater the
shorter the wavelength of the signal incident. All this dasmons have to be con rmed or
not, by comparing the data analyzed in this section with tlmeiations performed below
using the WINNER channel model.

4.3 WINNER channel model simulations

In this section, the results of WINNER channel model simafe are presented and an-
alyzed. This simulations are carried out in Matlab, usirgg\MINNER Matlab code pro-
vided by [Narb] and explained in chapter 3. The goal is, dtsopmpare these simulations
with the data obtained from [Vos08], and analyzed in subsedt2. This task is not easy
because both data analyzed are based on statistical chrandels whose parameters or
typical values are the result of measurement campaigniedanut in similar indoor envi-
ronments but not identical. In addition, the limitationd\étlab code largely restrict the
description of the simulation layout.

In general, the WINNER Matlab code output is a channel impuésponse matrix fea-
tured by a number of clustefS, their amplitude and time delay and the time variance of
the channel. This last characteristic depends on equatidd) &8nd, as can be explained
in subsection 3.2.3, high values of the param&ampleDensitproduce a CIR matrix
stationary in time. Fig.4.9 shows two examples of channplilse response matrices gen-
erated by the WINNER Matlab code. The example (a) is a CIR immaérriant in time,
while example (b) is a stationary CIR matrix. The number atérs is determined by the
B3 LOS case WINNER scenario. This CIR matrix is not an appad@rformat when it

is compared with other simpler models, so in order to sijpghe WINNER output, the
mean of each cluster is calculated, obtaining the channgllise response represented
on the right of each CIR matrix in g.4.9, in where each stempresents a cluster. This
format is the same as showed in g.4.4, but not the same asmpi@s$in g.4.2 in which

25This parameter depends on the WINNER scenario chosen apbjtagation condition, LOS or NLOS.
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each stem is not a cluster, but a ray. The WINNER simulationsiacted in this chapter
are carried out in this way.

(@)

(b)

Figure 4.9: (a) Non stationary WINNER channel impulse resgomatrix; (b) Stationary WIN-
NER channel impulse response matrix

The next subsection implements and analyzes the WINNERIatians based on the IEM
experiments layout presented in section 4.2. Finally, disedubsection examines, for the
same layout as above, the impact on the impulse responsetiveeceiving antenna is
on movement.

4.3.1 IEM WINNER analysis

Fig.4.11 describes the layout scheme used to implement tNN®R channel model
realizations. The mobile station, MS, represent the testqmewith the body pack. To
simulate the rotation of the test person, the MS is placedffarent positions along a
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radius of rotation of 30 cm. This radius simulates the widtthe waist of the test person.
Each MS position is equivalent to an angle of rotation, teatihile in the experiments
conducted in [Vos08], measurements were taken to eighdrdift test person angles of
rotation?®, 0°, 45°, 9P, 135°,18(%,22%,27C and 315, in the WINNER simulations each
angle corresponds with certain coordinates values in GC&ase shown in g.4.11.
Another issue to consider is that, in real experiments,Herangles 180 222, 27(¢° and
315, the test person body blocked the direct path between theridting and receiving
antennas, creating an OLOS propagation situation. In dalsimulate this case using
the WINNER Matlab code, the propagation condition used toutate the CIR, for the
MS positions corresponding with those angles, is the N&‘@8ndition. In the same way,
the MS positions corresponding witl?,045°, 9C° and 138, are evaluated under LOS
propagation condition.

Figure 4.10: IEM WINNER layout con guration options

265ee (.4.5.
2INLOS is the nomenclature used by the WINNER channel modekszribe the OLOS propagation
condition.
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The WINNER channel model is simulated for each MS positiahfaneach type of trans-
mitting antenna eld pattern which is, as can be seen in suthse3.2.1, implemented
based on real models, one at 900MHz and the other one at 1820 Hll, for the IEM
case, there are 16 different WINNER layouts con guratiamsitmulate. For this purpose
the WINNER B3 generic model is used. This means that one WIRINKHER simulation
generates random cluster features based on probabilisitgdanctions. The problem
is that only one simulation do not give so much informatioowbeach speci c layout
case, and makes impossible to distinguish the impact onfRe&used by different MS
positions, antenna eld patterns or propagation condgiorherefore, it is necessary to
generate enough amount of information for each layout caragon, that permits derive
conclusions about each case, thus obtaining an overvieleavhole IEM setup.

For each MS position and for each antenna eld pattern, thea MANNER Matlab code
le, wim:m, which is responsible of calculating the CIR, is execute@l 6hes?. This
generates 500 random power delay pro les composed by 14 8% é@sters, depending
on the propagation condition. The clusters are featurechby tespective time delays
and normalized amplitudes. All time delays obtained frorheaDP, its occurrence and
the mean of all normalized amplitudes associated with theraracterize the channel
behavior for each layout con guration. Finally, and bef@eecute the WINNER code,
it is essential to de ne the velocity of the MS and BS statieweell as the number of
time samples and their time duration. In the IEM experimeotsducted in [Vos08], the
velocity of both stations was zero. In the WINNER Matlab codéile the velocity of
the BS station does not have any restrictions, the MS vglaeih not be set to zero as
can be explained in subsection 3.2.2. For this reason, thesMsity is set to a value too
low, so that it can be assume that the station is not moving Vidue greatly increases
the time sample interval as can be deduced from eq.3.16. WowheSampleDensity
value for IEM WINNER simulations is set to 100. This value sesithe CIR is practically
stationary in time, thus making irrelevant the number otsamples and the time sample
interval. By default the number of time samples is°98

28This number achieves a good compromise between the quélitjoomation collected and the compu-
tational ef ciency.

29In the WINNER IEM simulations, the WINNER control parameletraClusterDsU seds enabled.

301t is the same number as that used in the data analyzed iro8ecf
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In order to interpret a whole all WINNER Matlab code simubais for all layout con-
gurations depicted in g.4.11, g.4.12 shows all clusteinte delays appeared in the
simulations and their typical normalized amplitudes. Tanptete the analysis, g.4.13
represents the histogram in which the occurrence frequefnegch cluster is presented.

Figure 4.11: IEM WINNER clusters overview

The time interval in which are located all the clusters isn@sn 0 ns and 900 ns. How-
ever, the clusters whose time delay is part of the inten@hfd00 ns to 900 ns, only
represents the 0.562% of all the clusters obtained in thalaitons. Moreover, the 97%
of all clusters is between 0 and 250 ns. From this rst analysgican be observe that
in an indoor environment characterized by the layout conagions explained above, the
WINNER channel model generally simulates a channel imprdsponse in which the
strongest clusters are located in the rst 100 ns. Thesdeatsisire the result of signal
re ections or diffraction on scatter agents placed neah®receiving antenna. It can be
observe, also, that the last signi cant clusters emergdentime interval from 200 to

300 ns and correspond to 4.5% of the total of clusters. Becaligs low level of occur-

rence and amplitude, the clusters obtained from 400 ns dra smni cant feature of

indoor channel WINNER simulations and therefore they atesnaelevant. In summary,
although there are clusters beyond 400 ns, it can be conthadeéhe channel impulse
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Figure 4.12: IEM WINNER clusters occurrence frequency

response for indoor environments simulated using the WIRNMatlab code, does not
present signi cant multipath components beyond 400 nsleyhiside the interval from 0
to 150 ns, are placed the strongest paths. On the other hamaisi take into account that
this analysis is an overview, since, the WINNER channel rada statistical channel
model and its CIR calculations are random simulations imease.

The big difference between the [Vos08] channel impulseaeses and the WINNER
channel impulse response are located in the channel delegdsfeatures. The analysis
of both power delay pro les reveals that the delay spreacthffgos08] is at least double
that the delay spread from WINNER model, since the ampliidkoccurrence frequency
of the WINNER multipath components beyond 250 ns, are prakyi negligible. How-
ever, with respect to the frequency and amplitude charatits, any conclusion about
the difference between both channel model realizationsasconsistent and therefore
not very useful. One of the reasons is the simulation linateg that WINNER Matlab
code imposes. For example, there are no relevant diffesdmesveen the 900MHz IEM
WINNER simulations and 1800MHz IEM WINNER simulations. $hs because of the
center frequency relevance is found only in the eld patseshantennas, which, as seen
in g.3.10, are very similar, causing thus, unlike the datelgzed in section 4.2, that
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from WINNER simulations, no conclusions can be drawn abawt the different eld
patterns affect the channel impulse response. This issithanayout design limitations
of WINNER Matlab code signi cantly complicate the compans between the power
delay pro les obtained in [Vos08] with the PDP's obtainedngsthe WINNER channel
model.

4.3.2 MS velocity analysis

The Saleh-Valenzuela channel model was developed undasgiuenption that the termi-
nals, either transmitters or receivers, were xed in ondtpms that is, they did not have
velocity. This is a limitation when it tries to simulate anveonment in which it is as-
sumed that at least one station is on movement. In the expetinconducted in [Vos08],
there were two stations inside the application scenarith b@d in a certain position.
This feature made that the stations velocity limitationref Saleh-Valenzuela model was
not a problem. The thesis at hand, has used the WINNER charou#| to simulate a sce-
nario as like as possible that the simulated in [Vos08]. Tifierénce is that the WINNER
model has been designed, unlike the Saleh-Valenzuela nmodgmulate environments
in which the stations may be moving. This characteristicrhative the analysis of how
the Ms velocity can affect the channel impulse responseeoP¥WMS scenario described
in subsection 4.1.2.

In the IEM PWMS application described along this report, dinéy movement possible
would be the test person walking on the stage with the bodk-pahis belt. This means
that, while the BS is xed, the MS could move with a velocitytiveen 0 and Km=h.
Moreover, in the measurements campaigns carried out tosdh@ WINNER B3 scenario
parameters the velocity of the stations did not exce&d¥h. These features make that
the MS velocity range to be analyzed in this section is betw@8g5]km=h. However, to
see the effect of the MS velocity in the power delay pro le loé tthannel, it is necessary
to take into account the limitations of the WINNER channeld®io

As presented in last sections, the WINNER model is a detestierchannel model that
randomly generates cluster features based on probabditgity functions. For testing
purposes, such as those discussed in this section, it istedge reduce the randomness
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of the simulations as much as possible. For this reason, 3hgeBeric model is not the
appropriate model because, for the same layout setup,théations vary substantially
from each other, causing thus, that the potential effeatshé CIR, of the MS veloc-
ity modi cations are concealed. As explained in chaptersd 4, the WINNER CDL
models x the values of the delays, power and angle clustetuies according to CDL
tables. In this way, this is the suitable WINNER simulatigstion for testing purposes
since considerably reduces the randomness of each siowldthe problem is that not
all cluster parameters are given by the CDL tables. The Ri&eactor, shadow fading
and rays (within each cluster) angle features are still stamggarameters, and as it can
be concluded from table 4.4, produce amplitude uctuationsach simulation under the
same conditions. WINNER simulations with different MS @ty from 0 to 5km=h not
resultin signi cant amplitude variations that can be seped from the amplitude changes
produced by the randomness of those parameters. Therdotbe same WINNER lay-
out con guration and using the CDL tables, different MS \@tes from 0 to Skm=h can
not drawn speci ¢ conclusions about changes in the clusterglitude and delay tim#&.
Nevertheless, there is still a eld for analysis, the tim®lexion of the channel impulse
response.

The time evolution of the CIR, depends on the number of tirmapdas and the time
duration of each one. Since the number of time samples is d vedue, the WINNER
simulation parameter that determines the channel timeuggalisdelta t. In turn, as
can be seen in subsection 3.28Jta t depends on the center frequenSgmpleDensity
and MS velocitySampleDensitgnd frequency are also xed values so, in summary, the
MS velocity determines the time duration of each time sanapleé therefore the time
variation of the channel impulse response. The next tablesarizes the time sample
duration for each value of MS velocifif. The simulations are carried out for the IEM
layout at 900MHz when the test person is located with theean§I’. The number of
time samples are 98 arf@mpleDensity 2:

In real measurements, the time sample interval usually isesl value as, for example,
in [Vos08] experiments. WINNER varies this parameter as&tion on the MS velocity.
Consequently, the time evolution of the channel impulspoese does not change con-

31The clusters delay time values are set by the CDL models.
32From 0 to 5Kmeh: in steps of IKme=h
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MS Velocity (kmeh) || delta_t (s)
le 5 3ed
1 0.3
2 0.15
3 0.1
4 0.075
5 0.06

Table 4.9: Relationship between MS velocity atelta t.

siderably with different MS velocities. To simulate real asarements, the Matlab code
responsible for calculatindelta t is replaced by another in whiakelta t is not a func-
tion of MS velocity but a xed value of 0.1 second3 This change takes place within the
WINNER Matlab le wim_corem:

deltat = =) replaced by=) deltat= 0:1 4.7)

|
2(vms  sd)
To observe, graphically, the time evolution of the CIR, tisathe time evolution of each
cluster, the three clustefé with the higher values of amplitude are selected to be lotte
in Fig.4.13. This gure is similar to g.3.15, but in this caghe cluster time evolution
is calculated as a function of the MS Velocity, and not as ation of the parameter
SampleDensity

Fig.4.13 shows that the higher the MS velocity, the gredieramplitude uctuations of
the clusters. That is, the channel impulse response is naoiable over time. As cited

in [Rap02], the coherence tintg is the parameter used to characterize the time varying
nature of the channel in the time domain. The de nition oétharameter is shown in the
next equation:

0:423

fm

Te= ; (4.8)

33This is the central value adelta t from table 4.9, and allows to see the variability of the CIRéi
evolution for MS velocities bigger and smaller thamas.

34The rest of the clusters do not be selected because they goawdle extra information and may blur
g.4.13.
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in wherefp, is the maximum Doppler shift given by

fy= MS. (4.9)

In a wireless transmission, if the symbol rate of the trat®disignal is lower than-T,
the channel will cause distortion in the receiver. Thusafoted center frequency, equa-
tions 4.8 and 4.9 determine that the greater the MS velogityteater symbol rate is
necessary to avoid distortion in a wireless applicationhsas, the PWMS application un-
der consideration in this thesis. For example, for a frequef 900MHz, the relationship
between the symbol rate and the MS velocity must be:

0:423
MS

Sate > to avoid distortion (4.10)
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Figure 4.13: Relationship between cluster time evolutiod SVelocity.



5 Summary, conclusions and outlook

This thesis has been developed in order to extend a preweseaich [Vos08], in which a
speci ¢ professional wireless microphone system (PWM$)ligption had been studied
and analyzed. As a reminder, this PWMS application is baseth® in ear monitoring

IEM system which is composed by a xed transmitting antennd a body pack act-
ing as a receiver. In [Vos08], real measurements of thatiegimn were taken inside
the Hannover Congress Center hall. Data obtained were zsthhnd modeled using the
Saleh-Valenzuela channel model. This thesis extendséepatt; by using the WINNER

channel model to simulate the same PWMS application.

The rst thing conducted, has been a study of the theoretegrading effects that oc-
cur inside an indoor wireless communications system andbalsec features description
of the main channel models involved in this thesis, the S&tdknzuela model and the
WINNER channel model. These descriptions have been pexgéanthapter 2. Since the
WINNER simulations are carried out in MATLAB, [ist] providehe MATLAB code nec-
essary to implement the channel impulse response realimatChapter 3 is responsible
for delving into the WINNER Matlab code and shows all the cguration possibilities
offered. In the last part of this chapter, it is summarizegidbn guration options that are
relevant to simulate the PWMS application. Moreover, ilsogroposed the appropriate
values of each WINNER code parameter, in order to adjust tiéNER simulation envi-
ronment as close as possible to the HCC hall. The key chaftieisdhesis is the chapter
4. From all the WINNER con guration options, chapter 4 déses the application sce-
nario in which WINNER simulations are implemented. Alsoséa on the description of
the HCC hall structure and based on the data provided by BlpsBapter 4 analyzes the
power delay pro le features concluded in that report. Hyydahe WINNER channel im-
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pulse response simulations are performed taking into at¢be WINNER Matlab code
con guration options established.

Since the WINNER channel model is a statistical model, taiobtonclusive results,
many simulations have been carried out for each WINNER lagon guration and for
each frequency, speci cally, 8000 WINNER executions. Tissue leads to the use of
statistical tools, such as the mean and the standard deviadi analyze the whole setup.
The mean has been used to transform the WINNER channel immasrix into a simple
and more representative power delay pro le or channel is@uéesponse, excluding to
analyze the time evolution of channel that, in general, isralevant in this thesis. The
mean is also use to do an average of the amplitude of all chusith the same time delay,
thus giving an idea of the cluster amplitude level as a flomotif cluster time delay. From
all WINNER executions, the frequency of occurrence of edgster has been studied and
depicted by a histogram.

Oblivious to the data analyzed in section 4.2, the effectthefreceiver MS velocity in

the PDP has been investigated. This work has been motivgtételfact that the WIN-

NER cannel model has been developed to support mobilityeoétations involved in the
wireless communication links. In this section, 100 WINNEReutions are carried out
for three different MS velocities. However, due to the WINRIEatlab code limitations,
it has been necessary to make changes in the original WINNBRaM code in order
to unify the time sample duration of each simulation, andstmisualize the changes in
the channel time evolution. The main conclusion is thatafared simulation time, the

higher the MS velocity, the greater the uctuation of the ghal. In other words, when
the MS velocity is increased, higher symbol rates are redguio avoid distortion in the
receiver

In the IEM case, when comparing the data analyzed from [Voa@8 the power delay
pro les obtained in WINNER simulations, the rst notewostldifference is that, for a
similar application scenario described as a conferend®@habncert room, the WINNER
channel model locates the main components of the multipabagation (clusters), in-
side an interval from 0 to 250 ns, while the Saleh-Valenz@ed@nds these multipath
components (rays)up to 500 ns. That is, the total delay dpESaleh-Valenzuela model
is approximately twice that the delay spread obtained frofNMER realizations. How-
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ever, for amplitude characteristics both models can beyaedlseparately but not to-
gether because of the amplitude units differences betwesm.tAt best, it can be con-
cluded that both models exhibit the highest amplitude \&alnghe rst multipath com-
ponents. Furthermore, unlike Saleh-Valenzuela model, MER model assumes strong
multipath components in the middle of its total delay spréadually this analysis is only
an overview. The main reason is that the results of WINNERutations are conditioned
to limitations of WINNER Matlab code and to the statisticature of the WINNER
channel model. The randomness of the WINNER parameterssritakeanalysis of the
WINNER impulse response obtained, not accurate enoughmpare in detail with other
models, such as in this case.

Although the CDL model tables are used, there are always ardedom parameters,
and, since the different WINNER layouts are based on smalhgés in the position and
eld pattern of each antenna, this little randomness is ghado mask the effects of those
layout changes. To improve this thesis may be a solutiomuestigate very thoroughly
the key WINNER Matlab les and modify the WINNER code in orderachieve the full
control of the simulation randomness.

Although the CDL model tables are used, there are always adedom parameters, and
since the different WINNER layouts are based on small cheung#he position and eld
pattern of each antenna, this little randomness is enouglask the effects of those layout
changes. To improve this thesis may be a solution, to inyatgivery thoroughly the key
WINNER Matlab les and modify the appropriate WINNER codedrder to achieve the
full control of the simulation randomness.

Another possible way of improving is to use deterministiamhel models such as ray
tracing. This model solves the problem that WINNER channetieh presents when it

tries to emulate speci ¢ simulation scenarios. The rayitrgcbased on geometrical op-
tics, allows the user to describe in detail each kind of saéenanaking more real the

comparisons between different channel models.

To end this thesis, as stated in section 2.5.2, COST 273 mayshgable statistical chan-
nel model to simulate the PWMS application presented iniptsvchapters. This model
seems to be the same problems as WINNER model but can extenddehmation about
the indoor channels simulations, and perhaps can provigentBngs.
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